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Let’s Go Agile: Data-Driven Agile Software 
Cost and Schedule Models for DHS projects 

Wilson Rosa, Sara Jardine, Kimberly Roye, Chad Lucas, and Kyle Eaton 

Abstract— This paper offers a comprehensive set of software development effort and schedule estimating 
models for agile software projects using contractor backlog data, monthly contract reports, and related 
requirements documents. The regression models in this study predict effort or schedule using six different 
sizing measures: functional stories (requirements), unadjusted function points (UFP), simple function points 
(SiFP), issues, stories, and story points. We also offer effort and schedule benchmarks and descriptive 
statistics of the dataset. The analysis is based on data collected from 18 agile projects implemented within 
DHS and DoD between years 2014 to 2021. In addition to being able to estimate software development effort 
and schedule to support DHS and DoD decision reviews of agile programs, the cost analysis community can 
also use these models to crosscheck vendor proposals and evaluate contract performance. 

Index Terms— Agile software development, Cost estimation, Product backlog, Story Point, Function Point, 
User Story, Issues, Functional requirements, Software acquisition, Software process, Time estimation 

——————————      —————————— 

1 INTRODUCTION 
1.1 Problem Statement 
Historically, the United States (U.S.) Department of Home-
land Security (DHS) has struggled with incorporating soft-
ware development requirements into their program’s cost 
estimate and schedule [10]. This circumstance has hindered 
the ability of DHS Information Technology (IT) programs to 
develop accurate cost estimates and achievable baselines, 
resulting in cost and schedule breaches.  
 
In 2017, the DHS Under Secretary for Management (USM) 
tasked the DHS Cost Analysis Division (CAD) to find ways 
to improve cost estimates for Agile software development 
programs. There were two primary objectives [10]:  
 
1. Enhance the credibility and accuracy of a software de-

velopment estimate, and 
2. Decrease the time required to develop the estimate 

 
Two years later, the DHS Acting Chief Financial Officer 
signed a memorandum requiring 10 active programs to 
adopt Simple Function Point (SiFP) [9] as the sizing measure 
to estimate and monitor the cost of Agile software devel-
opment programs within DHS [10]. Despite the growing ac-
ceptance of SiFP, the availability of actual cost data on agile 
programs continues to hinder DHS' ability to develop ac-
curate cost estimates.   
 

1.2 Significance of This Study  
This study offers a set of cost estimating relationships 
(CERs) and schedule estimating relationships (SERs) based 
on a dataset collected from completed DHS and DoD Agile 
projects categorized as automated information systems. 
The analysis uses a cross-company dataset and captures 
total effort at the release level incurred by the contractor's 
Agile teams. The choice for using total effort is driven by 
the fact that majority of Agile software contracts in DHS are 

Firm Fixed Price (FFP) or Time & Materials (T&M), and these 
typically report effort at the total level vice reporting by 
major elements (software development, etc.). Contractor's 
product backlog, and Requirements Traceability Matrix 
(RTM) are the primary document sources for all sizing 
measures.  
 
This study breaks new ground by incorporating a potential 
software size measure titled Functional Story, not previ-
ously addressed elsewhere ([3], [7], [11], [12], [14]). Another 
important distinction of this study is comparing and rank-
ing the accuracy and fit of effort and schedule parametric 
estimation models using six different sizing measures in-
cluding: SiFP, UFP, story point, stories, issues, and functional 
story. These sizing measures were chosen since they are the 
only ones that could be collected or counted from backlog 
and RTM.  

 

1.3 Research Questions 
The following research questions (RQ) are addressed in this 
paper: 
 
RQ 1: Do functional requirements, defined as functional 
stories, relate to total agile development effort? 
 
RQ 2: Do software size, defined as issues, relate to total ag-
ile development effort? 
 
RQ 3: Do software size, defined as stories, relate to total 
agile development effort? 
 
RQ 4: Do story points relate to total agile development ef-
fort when using cross-company dataset? 
 
RQ 5: Do UFP relate to total agile development effort? 
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RQ 6: Do SiFP relate to total agile development effort? 
 
RQ 7: How do functional stories, issues, stories, story points, 
UFP, and SiFP rank as variables for predicting total develop-
ment effort for agile projects? 
 
RQ 8: Do software size, defined as functional stories, relate 
to total agile development schedule? 
 
RQ 9: Do UFP relate to total agile development schedule? 
 
RQ 10: Do SiFP relate to total agile development schedule? 
 
RQ 11: How do functional stories, UFP, and SiFP rank for 
predicting total development schedule for agile projects? 
 

2 ADOPTION OF AGILE AT THE DHS 
In 2010, the Office of Management and Budget (OMB) is-
sued a 25-point plan to reform IT projects and called on 
federal government agencies to implement shorter deliv-
ery timeframes [8]. The directive proposed a method con-
sistent with Agile best practices when developing IT sys-
tems [8]. Soon after, DHS began adopting Agile processes 
for software development and delivery.   
 
In 2016, the DHS USM initiated and conducted pilot efforts 
to improve the execution and oversight of DHS IT acquisi-
tion programs using industry best practices, including Lean 
and Agile incremental development methodologies [5]. 
Five pilot programs were conducted to address challenges 
associate with IT program overruns and schedule delays, 
lack of program transparency, and poor requirements de-
velopment and traceability. An Agile Acquisition Working 
Group was then created to effectively plan and implement 
the programs, as well as developing appropriate documen-
tation to support program execution [5]. The lessons 
learned from the pilots were used to develop and update 
policies and procedures for executing these five programs 
and future agile software acquisitions. Resulting key poli-
cies and procedures ([2], [5], [6]) are shown in Figure 1. 

 
In the DHS context, Agile is a development methodology 
that uses an iterative approach to deliver solutions incre-
mentally through close collaboration and frequent reas-
sessment [6]. Many different Agile approaches (Scrum, 
Scaled Agile Framework, SecDevOps, etc.) have been em-
ployed to date within DHS [2]. Those approaches support 

the Federal Chief Information Officer's goal [8] to reform IT 
management and the preference for modular approaches 
to deliver working functionality every six months [6]. As 
there are no specific set of DHS-approved methodologies, 
program managers are encouraged to determine the most 
appropriate Agile approaches for their program [2]. 

3 RESEARCH METHOD 
3.1 Population and Sample 
This study captured agile projects categorized as auto-
mated information systems; also known as information 
technology projects in the context of DHS, or business sys-
tems in the context of DoD. The sample dataset includes 
eighteen agile projects across 11 different companies, de-
livered for the DHS (15) and DoD (3) from years 2014 to 
2021.  As shown in Figure 2, most projects (12 of 18) in this 
study were delivered during the COVID-19 global pan-
demic that began in March 2020 and is still ongoing.  
 

 
3.2 Data Collection  
The data collected for each agile project included actual ef-
fort, schedule, final size, and project characteristics. The 
data collection kick-off and subsequent follow-on meet-
ings with program managers were conducted 100% virtu-
ally using Microsoft Teams as the collaborative platform. 
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        
The data was extracted from official documents such as 
monthly contractor invoices, product backlog, functional 
requirements document (FRD), requirements traceability 
matrix (RTM), acquisition documents, and agile core met-
rics. The documents shown in Figure 3  were provided by 
program managers. Of note, a product backlog is a collec-
tion of issues completed or remaining to be addressed. The 
backlog is generated for the overall software product, each 
individual release, and each iteration/sprint (identifying the 
remaining Issues for a specific iteration/sprint). The product 
backlog is maintained by the contractor Agile teams. 

Figure 1 Agile Development Policies in DHS 

Figure 2 Agile Project Delivery Year 
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The effort hours in this study captures eleven major cost 
elements incurred by the contractor’s agile development 
teams in accordance with the DHS IT Work Breakdown 
structure (WBS).  Those major IT WBS cost elements are 
also applicable to the DoD programs captured in this study 
and are identified in Table 2. The choice for reporting total 
effort (as opposed to software development alone), is 
driven by the fact that most agile development contracts in 
DHS are FFP or T&M, and therefore, generally do not break 
out effort by major cost elements as would traditional cost-
plus contracts.    
 

Table 1 Agile Project Effort Activities   
ID DHS IT WBS Element 
1.i.1 Program Management 
1.i.2 Systems Engineering 
1.i.4.2 Software Development 
1.i.4.3 Data Development & Transition 
1.i.4.5 Training Development 
1.i.4.6.1 Development Test & Evaluation 
1.i.4.6.1 Cybersecurity Test & Evaluation 
1.i.4.7 Logistics Support Development 
1.i.7 System Level Integration & Test 
1.i.8.6.1 Help Desk/Service Desk (Tier 3) 
1.i.8.6.4 Software Maintenance 

 
3.3 Data Normalization 
The data normalization process included obtaining agile 
size measures, counting functional stories (requirements), 
and computing function points. The details of the normali-
zation process will be discussed in this section.  
 
3.3.1 Counting Agile Size Measures 
The team used a repeatable method to measure agile size 
for each project in the dataset. Below is an outline of the 
four steps to determine the total number of user stories, 
issues, and story points from an agile project's product 
backlog. Table 2 provides an example of the backlog output 
the team used during the counting process.  
 
Step 1: Determine 100% Complete Issues. Find the column 
titled, Issue Status and filter by rows marked as Done. By 
filtering by the issues that were 100% compete, issues that 

had a status of being in progress or deferred, were omitted.  
 
Step 2: Calculate total stories. In the column titled, Issue 
Type, count the rows marked as story. This example results 
in a total count of 5 stories.  
 
Step 3: Calculate total issues. In the column titled, Issue 
Type, count all rows marked as either story, task, bug, or 
other. This example results in a total count of 8 issues.  
 
Step 4: Calculate total story points. In the column titled, 
Story Points, count the total story points by adding the val-
ues for each row. This example results in a total count of 24 
story points.  
 

Table 2 Example Agile Size Measures 
Issue 

ID 
Issue 
Status 

Issue Description Issue 
Type 

Story 
Points 

0001 Done As a  <user> I need to manu-
ally inititate the<outcome> 

Story 2 

0002 Done As a  <user> I need to view 
the <outcome> 

Story 5 

0003 Done As a <user> I want to view 
trend of <information> so I 
can <outcome> 

Story 5 

0004 Done As a <developer>  I would 
like to <function> so that I can 
<outcome> 

Story 2 

0005 Done As a <system administrator> I 
need to manage certificates so 
I can <outcome> 

Story 5 

0006 Done As a <SCRUM Master> I want 
to review list of Epic(s) so I 
can <outcome> 

Task 1 

0007 Done The following field name is 
spelled incorrectly: <Name> 

Bug 3 

0008 Done As a <system user> I need to 
have the selected tools in-
stalled… 

Other 1 

 
3.3.2 Counting Functional Stories or Requirements 
The team also used a specific counting method to deter-
mine functional stories (or requirements). Below is an out-
line of the three steps to determine the total functional sto-
ries from an agile project's product backlog. Table 3 pro-
vides an example of the backlog the team used during the 
counting process.  
 
Step 1. Find the column titled, Issue Type, and the rows 
marked as story in this column. 
  
Step 2. Categorize each story as either functional or non-
functional. This step is performed by a Certified Function 
Point Specialist.  
 
Step 3. This example results in a total count of three func-
tional stories. The total functional stories equal the number 
of functional requirements (3) captured in the RTM or FRD. 

Figure 3 Data Sources 



4 2022 ICEAA PROFESSIONAL DEVELOPMENT & TRAINING WORKSHOP 

 

Table 3 Example Functional Requirements 
Issue Description Issue 

Type 
Category 

As a  <user> I need to manually inititate 
the<outcome> 

story Functional 

As a  <user> I need to view the <out-
come> 

story Functional 

As a <user> I want to view trend of <in-
formation> so I can <outcome> 

story Functional 

As a <developer>  I would like to 
<function> so that I can <outcome> 

story Non-func-
tional 

As a <system administrator> I need to 
manage certificates so I can <out-
come> 

Story Non-func-
tional 

 
3.3.3 Computing Function Points 
Once the functional stories (or functional requirements) 
were identified for each project in the agile dataset, the fi-
nal step was to compute the UFP and SiFP for each agile 
project. To minimize function point counting errors, the 
UFP and SiFP counts for all agile projects were derived by 
the same Certified Function Point Specialist (CFPS).  After 
the CFPS and support team completed their counts for 
each project, the team met to deconflict any issues. This 
resulted in a single, verified, validated, and agreed upon 
UFP and SiFP count for each project.  
 

3.4 Variables in the Study 
The variables in this study (Table 4) were chosen since these 
represented all inputs that can be collected from available 
sources in DHS. Of note, a categorical variable, characteriz-
ing whether a project scope was an enhancement or full 
development, was also evaluated in the regression analysis. 
A full development versus enhancement scope is important 
in estimating effort and schedule since the scope of an en-
hancement is typically less than a one-year effort while a 
full development effort is typically more than a one-year.  
 

Table 4 Variable Name and Definition 
Variable  Type Definition 
Effort  Dependent Actual labor hours associated to 

all development activities listed in 
Table 1 

Schedule  Dependent Actual development time (in 
months) associated to all activities 
listed In Table 1. Time reported at 
the release level or the delivery of 
software from development into a 
production environment for use. 

Functional  
Stories 

Independent A subset of requirements describ-
ing what the software does in 
terms of tasks and services [1] 

Issue Independent A unit of work that will be traced 
through a workflow, from creation 
to completion.  In the backlog, 
every row is referred to as an is-
sue. Total issue is the sum of sto-
ries, bugs, tasks, epics, and others 

Variable  Type Definition 
Story Independent A feature and/or unit of business 

value that can be estimated and 
tested. Describes work that must 
be done to create and deliver a 
feature for a product. 

Story 
Point 

Independent A unit of measure to express the 
overall size of a user story, feature, 
or other piece of work in the back-
log.  

Unad-
justed 
Function 
Point 
(UFP) 

Independent A function point count without the 
assignment of complexity to any 
of the objects counted 

Simple 
Function 
Point 
(SiFP) 

Independent Method for sizing software that 
requires only the identification of 
elementary processes and logic 
files to approximate a function 
point count (2) 

Scope Categorical A categorical variable to indicate 
whether the scope of develop-
ment project is an enhancement 
or full development effort  

4 DATASET DEMOGRAPHICS  
The entirety of the dataset in this study represents projects 
categorized as Automated Information Systems (AIS) deliv-
ered from 2014 to 2021. Fourteen of the 18 datapoints are 
hosted on the cloud, while the remaining four are hosted 
on-premises. Of the 14 cloud-hosted, 13 used Amazon 
Web Services. All DHS projects were from Surface Fixed op-
erating environments, while the DoD projects are from Sur-
face Fixed, Sea System environments. Figure 4 shows pro-
ject counts by agency and operating environment.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The project counts by contract type is provided in Figure 5. 
Most agile projects utilized Firm-Fixed Price (FFP) and Time 
and Materials (T&M).  
 
 
 

Figure 4 Operating Environment 



ROSA ET AL.:  Let’s Go Agile: Data-Driven Agile Software CERs and SERs Derived from DHS Projects 5 

 

 
The team approach of each project was documented to 
better understand the development practices of the agile 
teams. Of the eighteen agile projects, half (9) followed 
SecDevOps practices while two-thirds of the Hybrid Agile 
projects were DevOnly. Figure 6 presents the team ap-
proach for the dataset. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The distribution of Agile frameworks is presented in Figure 
7. The Hybrid Agile projects all used the Scaled Agile 
Framework (SAFe). The majority (13) of the Agile projects 
were Scrum.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The schedule duration of the agile projects in the dataset 
were collected in months and reported at the release level. 
The number of iteration weeks for the Agile or Hybrid Agile 
development process in the dataset were between two and 
four weeks. The distribution of sprint/iteration intervals (in 
weeks) is presented in Figure 8. 
 

5 DESCRIPTIVE STATISTICS 
Descriptive statistics provide a summary of the characteris-
tics of the data used during regression analysis. The two 
variables used as dependent are Hours and Months. Figure 
9 displays the descriptive statistics for Effort Hours and Fig-
ure 10 presents those for Schedule Months. 

Figure 5 Contract Strategy 

Figure 6 Agile Process and Team Approach 

Figure 7 Agile Framework 

Figure 8 Weeks per Iteration/Sprint 
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The descriptive statistics for the independent variables in 
the agile dataset are presented in Table 5. For each variable, 
the minimum value, median, maximum value, and standard 
deviation (StdDev) values are shown. 
 
 

Table 5 Independent Variable Descriptive Statistics 
Size Measure Min Median Max StdDev 
Functional Stories  16 95 1,881 441 
Issues 75 842 5,744 1,547 
Stories 27 424 4,964 1,274 
Story Points 602 2,708 24,492 6,109 
UFP 86 659 9,628 2,368 
SiFP 94 712 10,650 2,631 

   1 Functional Story ~ 1 Functional Requirement 

6 BENCHMARKS 
This section provides effort and schedule estimation fac-
tors that can be used by the cost estimating community to 
build quick estimates and use these to validate program 
office estimates or contractor proposals. 

 
The effort benchmarks include (1) Hours per Functional 
Story, (2) Hours per UFP, and (3) Hours per SiFP. Schedule 
benchmarks include (1) Functional Story per Peak FTE per 
Month, (2) UFP per Peak FTE per Month, and (3) SiFP per 
Peak FTE per Month. These benchmarks are shown in Table 
6 below.  For each benchmark, the 25th quartile (Q1), me-
dian (Q2), 75th quartile (Q3), standard deviation, and coef-
ficient of variation (CV) values are shown.  
 

Table 6 Effort and Schedule Benchmarks 
Benchmark Q1 Q2 Q3 StdDev CV 
Hours/Functional Story  410 494 653 261 47% 

Hours/UFP 61 81 107 40 46% 

Hours/SiFP 57 71 100 39 47% 

Functional Story /FTE/ Month 0.19 0.28 0.32 0.14 47% 
UFP / FTE / Month 1.2 1.8 2.1 0.9 50% 

SiFP / FTE / Month 1.3 2.1 2.3 1.1 52% 

FTE = Peak Full-Time Equivalent 

7 REGRESSION ANALYSIS 
7.1 Model Selection and Validation 
Regression analysis was performed using the Automated 
Cost Estimating Integrated Tools (ACEIT's) Cost Analysis 
Statistical Package (CO$TAT) [13]. To assess regression 
model quality, goodness-of-fit metrics in Table 7 were eval-
uated. The normal probability plot was evaluated and dis-
play for each effort and schedule model in the next section. 
 

Table 7 Goodness-of-Fit Metrics 
Metric Description 

R2  Coefficient of determination is the percentage of total 
variation in the response variable explained by the 
model. [25] 

R2 (adj)  Adjusted R2 is the percentage of the variation in the 
response explained by the model, adjusted for the 
number of predictors in the model relative to the 
number of observations. 

R2 (pred) Predicted R2 is a cross validation method that involves 
removing each observation from the dataset, estimat-
ing the regression equation, determining how well the 
model predicts the removed observation, and repeats 
this for all data points. 

P-value Statistical significance of the coefficient.  

SEE Standard Error of the Estimate is the difference be-
tween observed and the estimated effort. SEE is to lin-
ear models as standard deviation is to sample means 

F-test F test is the square of the equivalent t-test; the bigger 
it is, the smaller the probability that difference could 
occur by chance. 

Figure 9 Effort (Hours) Distribution 

Figure 10 Schedule (Months) Distribution 
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Metric Description 

MAD Mean Absolute Deviation of % errors measure the 
percentage by which the regression overestimates or 
underestimates the observed actual value.  

 

7.2 Model Results 
This section provides the results of the effort and schedule 
models associated with Research Questions (RQ) 1 through 
11. Since the sample dataset included 18 datapoints, only 
single variable regression was performed. As more data 
points are collected and the dataset continues to grow, 
multivariable regression will be evaluated in future re-
search. Of the 18 datapoints, only 15 were used in the re-
gression analysis while three were omitted because of miss-
ing data or incomplete scope in relation to the other agile 
projects. 
 
The log-normal equation form using ordinary least squares 
(OLS) regression [13] was determined to be the best fit for 
the resulting effort and schedule models since the normal 
probability plots for this regression method showed the re-
siduals closest to the fitted line, which validated the use of 
OLS. The high t-statistics and low p-values of each variable 
infers that the independent variable is strongly correlated 
to effort or schedule. The high adjusted R2 and low MAD 
characterize each model's accuracy and fits the data well. 
The marginal difference between adjusted and predicted R2 
also suggest that each model predicts new observations 
just as well as it fits the existing data. In general, the criteria 
for model quality and acceptance are shown in Table 8. 
 

Table 8 Criteria for Model Acceptance 
Metric Criteria 
R2  ≥ 70% 
R2 (adj) ≥ 65% 
R2 (pred) (R2 (adj)- R2 (pred)) ≤ 10% 
P-value p-value ≤ 0.05 for coefficient of In-

dependent variable  
MAD ≤ 55% 
Normal Probability Plot Visually, the residuals on the plot 

approximate a straight line 
 
The following models are applicable to DHS and DoD agile 
software project sizes ranging approximately 20 to 5,000 
stories, 10 to 2,000 functional stories, 80 to 11,000 function 
points, and a peak staff between 9 to 200 FTEs. Models 1-
6 represent the resulting equations that estimate effort in 
hours while models 8-10 represent the resulting equations 
that estimate schedule duration in months at the release 
level and regardless of the number of sprints or iterations. 
A comparative analysis associated with the resulting effort 
models is provided in response to RQ 7 and the resulting 
schedule models is provided in response to RQ 11. 
 
 
 

7.2.1 Effort Model 1 
 

RQ 1: Do software functional requirements, defined as 
functional stories, relate to total agile development ef-
fort? 

 
Equation (1) predicts effort for agile software development 
projects using functional stories (requirements) as input.  
 

𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄 = 𝟗𝟗𝟗𝟗𝟗𝟗.𝟗𝟗𝟓𝟓𝐑𝐑𝐄𝐄𝐑𝐑𝟎𝟎.𝟖𝟖𝟖𝟖𝟖𝟖        (𝟏𝟏) 
Where, 

Effort = total final development hours   
REQ  = functional stories obtained from  
                       product's backlog, RTM, or FRD 
 

Table 9 provides the regression analysis report of the coef-
ficient statistics, goodness-of-fit statistics, and analysis of 
variance for equation (1). The resulting equation is statisti-
cally significant and demonstrates that functional require-
ments is an effective variable to estimate the effort of agile 
software projects. 
 

Table 9 Regression Analysis Results for Equation (1) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value 
Intercept 6.84 16.83 0.00 
REQ 0.88 10.57 0.00 
 

Goodness-of-Fit Statistics 

SE R2 R2(adj) R2(pred) MAD 
0.39 89.57% 88.77% 85.86% 31.28% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 1 16.93 16.93 111.65 
Residual  13 1.97 0.15  
Total 14 18.90   

 
Figure 11 shows the normal probability plot for Equation 
(1). The residuals are close to the straight line. This suggests 
that loglinear regression is valid for modeling effort vs 
functional stories.   
 

 
Figure 11 Normal probability Plot for Equation (1) 
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7.2.2 Effort Model 2 
 

RQ 2: Do software size, defined as issues, relate to total 
agile development effort? 

 
Equation (2) predicts effort for agile software development 
projects as a function of issues.  
 

𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄 = 𝟔𝟔𝟎𝟎𝟔𝟔.𝟗𝟗𝟓𝟓𝐈𝐈𝐈𝐈𝐈𝐈𝐈𝐈𝐄𝐄𝐈𝐈𝟎𝟎.𝟔𝟔𝟖𝟖𝟔𝟔𝟗𝟗        (𝟖𝟖) 

Where, 
Effort.    = total final development hours   
ISSUES   = sum of stories, bugs, tasks,    
                       epics, or any other fixes   

 
Table 10 provides the regression analysis report of the co-
efficient statistics, goodness-of-fit statistics, and analysis of 
variance for equation (2). The resulting equation is statisti-
cally significant and demonstrates that issues is an effective 
variable to estimate the effort of agile software projects. 
 

Table 10 Regression Analysis Results for Equation (2) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value 
Intercept 6.40 7.80 0.00 
ISSUES 0.69 5.72 0.00 

Goodness-of-Fit Statistics 
SE R2 R2(adj) R2(pred) MAD 
0.64 71.53% 69.34% 59.39% 51.55% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 1 13.52 13.52 32.66 
Residual  13 5.38 0.41  
Total 14 18.90   

 
Figure 12 shows normal probability plot for Equation (2). 
The residuals approximate a straight line. This suggests that 
loglinear regression is valid for modeling effort vs issues.   

 
 
 

7.2.3 Effort Model 3 
 

RQ 3: Do software size, defined as stories, relate to total 
agile development effort? 

 
Equation (3) predicts effort for agile software development 
projects as a function of stories.  
 

𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄 = 𝟏𝟏𝟗𝟗𝟔𝟔𝟗𝟗𝟓𝟓𝐈𝐈𝐒𝐒𝐒𝐒𝐑𝐑𝐒𝐒𝟎𝟎.𝟔𝟔𝟖𝟖𝟖𝟖𝟖𝟖        (𝟗𝟗) 

Where, 
Effort           = total final development hours   
STORY         = total stories derived from backlog in JIRA 

 
Table 11 provides the regression analysis report of the co-
efficient statistics, goodness-of-fit statistics, and analysis of 
variance for equation (3). The resulting equation is statisti-
cally significant and demonstrates that stories is an effec-
tive variable to estimate the effort of agile projects. 
 

Table 11 Regression Analysis Results for Equation (3) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value 
Intercept 7.22 10.25 0.00 
STORY 0.62 5.54 0.00 
 

Goodness-of-Fit Statistics 
SE R2 R2(adj) R2(pred) MAD 
0.66 70.22% 67.93% 59.04% 54.11% 

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 1 13.27 13.27 30.65 
Residual  13 5.63 0.43  
Total 14 18.90   

 
Figure 13 shows the normal probability plot for Equation 
(3). The residuals approximate a straight line. This suggests 
that loglinear regression is valid for modeling effort vs 
story.   
 

 
 
 
 
 

Figure 13 Normal Probability Plot for Equation (3) 
Figure 12 Normal probability Plot for Equation (2) 
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7.2.4 Effort Model 4 
 

RQ 4: Do story points relate to total agile development 
effort? 

 
Equation (4) predicts effort for agile software development 
projects as a function of story points.  
 

𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄 = 𝟖𝟖𝟎𝟎𝟔𝟔.𝟗𝟗𝟓𝟓𝐈𝐈𝐒𝐒𝐒𝐒_𝐏𝐏𝐒𝐒𝐈𝐈𝟎𝟎.𝟔𝟔𝟖𝟖𝟔𝟔𝟖𝟖        (𝟔𝟔) 

Where, 
Effort           = total final development hours   
STY_PTS      = story Points derived from backlog in JIRA 

 
Table 12 provides the regression analysis report of the co-
efficient statistics, goodness-of-fit statistics, and analysis of 
variance for equation (4). The resulting equation is statisti-
cally significant and demonstrates that story points is an 
effective variable to estimate the effort of agile software 
projects. 
 

Table 12 Regression Analysis Results for Equation (4) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value 
Intercept 5.33 7.75 0.00 
STY_PTS 0.68 8.06 0.00 
 

Goodness-of-Fit Statistics 
SE R2 R2(adj) R2(pred) MAD 
0.39 84.42% 83.12% 78.15% 32.68% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 1 9.80 9.80 65.02 
Residual  12 1.81 0.15  
Total 13 11.61   
 
Figure 14 shows the normal probability plot for Equation 
(4). The residuals approximate a straight line. This suggests 
that loglinear regression is valid for modeling effort vs story 
points.   

 
 
 

7.2.5 Effort Model 5 
 

RQ 5: Do unadjusted function points relate to total agile 
development effort? 

 
Equation (5) predicts effort for agile software development 
projects as a function of unadjusted function points.  
 

𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄 = 𝟏𝟏𝟖𝟖𝟗𝟗.𝟗𝟗𝟓𝟓𝐈𝐈𝐔𝐔𝐏𝐏𝟎𝟎.𝟖𝟖𝟔𝟔𝟔𝟔𝟔𝟔        (𝟗𝟗) 

Where, 
Effort    = total final development hours   
UFP      = total Unadjusted Function Points 
 

Table 13 provides the regression analysis report of the co-
efficient statistics, goodness-of-fit statistics, and analysis of 
variance for equation (5). The resulting equation is statisti-
cally significant and demonstrates that unadjusted function 
points is an effective variable to estimate the effort of agile 
software projects. 
 

Table 13 Regression Analysis Results for Equation (5) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value 
Intercept 5.24 9.71 0.00 
UFP 0.87 10.84 0.00 
 

Goodness-of-Fit Statistics 
SE R2 R2(adj) R2(pred) MAD 
0.38 90.04% 89.28% 85.63% 31.61% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 1 17.02 17.02 117.54 
Residual  13 1.88 0.14  
Total 14 18.90   

 
Figure 15 shows the normal probability plot for Equation 
(5). The residuals approximate a straight line. This suggests 
that loglinear regression is valid for modeling effort vs UFP.   
 

 
 
 

Figure 14 Normal Probability Plot for Equation (4) Figure 15 Normal Probability Plot for Equation (5) 
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7.2.6 Effort Model 6 
 

RQ 6: Do simple function points relate to total agile de-
velopment effort? 

 
Equation (6) predicts effort for agile software development 
projects as a function of simple function points and a 
dummy variable associated with scope type.  
 

𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄 = 𝟖𝟖𝟔𝟔𝟏𝟏.𝟏𝟏𝟓𝟓𝐈𝐈𝐒𝐒𝐔𝐔𝐏𝐏𝟎𝟎.𝟔𝟔𝟔𝟔𝟎𝟎𝟖𝟖𝟓𝟓𝟏𝟏.𝟔𝟔𝟏𝟏𝟗𝟗𝑫𝑫𝟏𝟏        (𝟔𝟔) 

Where, 
Effort    = total final development hours   
SiFP      = Simple Function Point 
D1        =        dummy variable associated with scope    
                       where full development was assigned a      
                       value of 1 and enhancement was assigned  
                       a value of 0  
 

Table 14 provides the regression analysis report of the co-
efficient statistics, goodness-of-fit statistics, and analysis of 
variance for equation (6). The resulting equation is statisti-
cally significant and demonstrates that simple function 
points and a scope type dummy variable are effective vari-
ables to estimate the effort of agile software projects. 
 

Table 14 Regression Analysis Results for Equation (6) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value 
Intercept 5.56 10.67 0.00 
SiFP 0.77 8.96 0.00 
D1 0.48 2.14 0.05 
 

Goodness-of-Fit Statistics 
SE R2 R2(adj) R2(pred) MAD 
0.35 92.00% 90.67% 86.25% 25.93% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 2 17.39 8.69 69.02 
Residual  12 1.51 0.13  
Total 14 18.90   

 
Figure 16 shows the normal probability plot for Equation 
(6). The outlier in the plot was observed and was not re-
moved since further investigation did not reveal that this 
project was an anomaly or had deficiencies. The residuals 
approximate a straight line. This suggests that loglinear re-
gression is valid for modeling effort vs SiFP along with 
scope type (dummy variable).   
 
 
 
 
 
 
 
 
 

 
7.2.7 Effort Model Comparison  

 
RQ 7: How do functional requirements, issues, stories, 
story points, UFP, and SiFP rank as variables to predict 
total development effort for agile projects? 

 
Table 15 compares the statistical significance of the effort 
estimation models using six different software size predic-
tors. The comparative results with a synopsis of the sug-
gested ranking order of the models is summarized below.  
 

Table 15 Effort Model Comparison 
ID Model Equation R2(adj) R2(pred) MAD Rank 
1 E = 935.5𝑥𝑥REQ0.882 88.8% 85.9% 31.2% 3 
2 E = 604.3𝑥𝑥ISSUES0.6879 69.3% 59.4% 51.5% 5 
3 E = 1365𝑥𝑥STORY0.6228 67.9% 59.04% 54.1% 6 
4 E = 206.5𝑥𝑥STY_PTS0.6842 83.1% 78.2% 32.6% 4 
5 E = 189.5𝑥𝑥UFP0.8747   89.3% 85.6% 31.6% 2 
6 E

= 261.1𝑥𝑥SiFP0.7708𝑥𝑥1.6𝐷𝐷1       
90.7% 86.3% 25.9% 1 

 
Based on the comparison of effort models, although all 
models passed the criteria for statistical significance, simple 
function points, unadjusted function points, and functional 
requirements are stronger predicters to development effort 
than stories, story points, or issues. Next, we will evaluate 
the resulting schedule models. 
 
7.2.8 Schedule Model 1 
 

RQ 8 Do software requirements, defined as functional 
stories, relate to total agile development schedule? 

 
Equation (7) predicts schedule for agile software develop-
ment projects as a function of functional requirements and 
a dummy variable associated with scope type.  
 

𝐈𝐈𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒 = 𝟖𝟖.𝟔𝟔𝟖𝟖𝟗𝟗𝟓𝟓𝐑𝐑𝐄𝐄𝐑𝐑𝟎𝟎.𝟖𝟖𝟏𝟏𝟗𝟗𝟗𝟗 𝟓𝟓𝟖𝟖.𝟔𝟔𝟏𝟏𝟖𝟖𝑫𝑫𝟏𝟏      (𝟔𝟔) 

Where, 
Schedule   = total final development months 
REQ         = functional stories obtained from  
                       product's backlog, RTM, or FRD 

Figure 16 Normal Probability Plot for Equation (6) 
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D1           =     dummy variable associated with scope    
                       where full development was assigned a      
                       value of 1 and enhancement a value of 0  

 
Table 16 provides the regression analysis report of the co-
efficient statistics, goodness-of-fit statistics, and analysis of 
variance for equation (7). The resulting equation is statisti-
cally significant and demonstrates that functional require-
ments and a scope type dummy variable are effective vari-
ables to estimate the schedule of agile software projects. 
 

Table 16 Regression Analysis Results for Equation (7) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value 
Intercept 0.99 3.13 0.01 
REQ 0.21 2.80 0.02 
D1 1.00 5.49 0.00 
 

Goodness-of-Fit Statistics 
SE R2 R2(adj) R2(pred) MAD 
0.26 88.39% 86.45% 81.78% 18.83% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 2 6.28 3.14 45.67 
Residual  12 0.83 0.07  
Total 14 7.11   

 
Figure 17 shows the normal probability plot for Equation 
(7). The residuals approximate a straight line. This suggests  
that loglinear regression is valid for modeling schedule vs 
functional requirements along with scope type.   

 
7.2.9 Schedule Model 2 
 

RQ 9: Do software program unadjusted function points 
relate to total agile development schedule? 

 
Equation (8) predicts schedule for agile software develop-
ment projects as a function of unadjusted function points 
and a dummy variable associated with scope type.  
 

𝐈𝐈𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒 = 𝟏𝟏.𝟗𝟗𝟗𝟗𝟖𝟖𝟓𝟓𝐈𝐈𝐔𝐔𝐏𝐏𝟎𝟎.𝟖𝟖𝟎𝟎𝟖𝟖𝟗𝟗𝟓𝟓 𝟖𝟖.𝟔𝟔𝟗𝟗𝟗𝟗𝑫𝑫𝟏𝟏       (𝟖𝟖) 

Where, 
Schedule   = total final development months   
UFP           = Unadjusted Function Points 
D1             =   dummy variable associated with scope    
                       where full development was assigned a      
                       value of 1 and enhancement a value of 0  

 
Table 17 provides the regression analysis report of the co-
efficient statistics, goodness-of-fit statistics, and analysis of 
variance for equation (8). The resulting equation is statisti-
cally significant and demonstrates that unadjusted function 
points and a scope type dummy variable are effective vari-
ables to estimate the schedule of agile software projects. 
 

Table 17 Regression Analysis Results for Equation (8) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value 
Intercept 0.66 1.51 0.16 
UFP 0.20 2.72 0.02 
D1 1.01 5.49 0.00 
 

Goodness-of-Fit Statistics 
SE R2 R2(adj) R2(pred) MAD 
0.27 88.14% 86.17% 80.83% 18.59% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 2 6.27 3.13 44.60 
Residual  12 0.84 0.07  
Total 14 7.11   

 
Figure 18 shows the normal probability plot for Equation 
(8). The residuals approximate a straight line. This suggests 
that loglinear regression is valid for modeling schedule vs 
UFP along with scope type (dummy variable).   

 
7.2.10 Schedule Model 3 
 

RQ 10: Do simple function points relate to total agile de-
velopment schedule? 

 
Equation (9) predicts schedule for agile software develop-
ment projects as a function of unadjusted function points 

Figure 18 Normal probability Plot for Equation (8) 

Figure 17 Normal Probability Plot for Equation (7) 
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and a dummy variable associated with scope type.  
 

𝐈𝐈𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒 = 𝟖𝟖.𝟎𝟎𝟎𝟎𝟗𝟗𝟓𝟓𝐈𝐈𝐒𝐒𝐔𝐔𝐏𝐏𝟎𝟎.𝟏𝟏𝟗𝟗𝟖𝟖𝟗𝟗𝟓𝟓𝟖𝟖.𝟖𝟖𝟖𝟖𝟔𝟔𝑫𝑫𝟏𝟏       (𝟗𝟗) 

Where, 
Schedule   = total final development months   
SiFP           = Simple Function Points 
D1           =     dummy variable associated with scope    
                       where full development was assigned a      
                       value of 1 and enhancement was assigned  
                       a value of 0  

 
Table 18 provides the regression analysis report of the co-
efficient statistics, goodness-of-fit statistics, and analysis of 
variance for equation (9). The resulting equation is statisti-
cally significant and demonstrates that simple function 
points and a scope type dummy variable are effective vari-
ables to estimate the schedule of agile software projects. 
 

Table 18 Regression Analysis Results for Equation (9) 
Coefficient Statistics Summary 

Term Coef T-Statistic P-value 
Intercept 0.69 1.62 0.13 
SiFP 0.19 2.69 0.02 
D1 1.04 5.84 0.00 
 

Goodness-of-Fit Statistics 
SE R2 R2(adj) R2(pred) MAD 
0.27 88.01% 86.02% 80.41% 18.35% 
     

Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 2 6.26 3.13 44.06 
Residual  12 0.85 0.07  
Total 14 7.11   

 
Figure 19 shows the normal probability plot for Equation 
(9).  The residuals approximate a straight line. This suggests 
that loglinear regression is valid for modeling schedule vs 
SiFP along with scope type (dummy variable).   

 
 
 
 

7.2.11 Schedule Model Comparison 
 

RQ 11: How do functional requirements, UFP, and SiFP 
rank as variables for predicting total development 
schedule for agile projects? 

 
Table 19 compares the statistical significance of the sched-
ule estimation models using three different software size 
measures and a scope dummy variable as predictors. The 
comparison of the results with a synopsis of the suggested 
ranking order of models is summarized below.  

 

Table 19 Schedule Model Comparison 
ID Equation R2(adj) R2(pred) MAD Rank 
7 S = 2.685xREQ0.21352.718D1 86.5% 81.8% 18.8% 1 
8 S = 1.938xUFP0.2025x 2.739D1 86.2% 80.8% 18.6% 2 
9 S = 2.009xSiFP0.1923x2.826D1 86.0% 80.4% 18.4% 3 

 
Based on the comparison, functional requirements, UFP, 
and SiFP are strong predicters to agile software develop-
ment program schedule. When performing regression 
analysis using stories, story points, and issues as independ-
ent variables, each variable failed the statistical significance 
threshold of p-value ≤ 0.05.  
 

7.3 Discussion of Results 
As a result of the regression analysis performed on the soft-
ware agile dataset, it was determined that functional re-
quirements, unadjusted function points, and simple func-
tion points are the strongest predicters to both effort and 
schedule for agile software development programs. Stories, 
story points, and issues also had statistically significant ef-
fort models, however, these variables were not statistically 
significant for estimating schedule. Table 20 summarizes 
the nine statistically significant effort and schedule regres-
sion models in ranking order from most to least statistically 
significant. 
 

Table 20 Best Effort and Schedule Models 
ID Model Equation R2(adj) R2(pred) MAD 

Effort Models 
6 E = 261.1𝑥𝑥SiFP0.7708𝑥𝑥1.615𝐷𝐷1       90.67% 86.25% 25.93% 
5 E = 189.5𝑥𝑥UFP0.8747   89.28% 85.63% 31.61% 
1 E = 935.5𝑥𝑥REQ0.882 88.77% 85.86% 31.28% 
4 E = 206.5𝑥𝑥STY_PTS0.6842 83.12% 78.15% 32.68% 
2 E = 604.3𝑥𝑥ISSUES0.6879 69.34% 59.39% 51.55% 
3 E = 1365𝑥𝑥STORY0.6228 67.93% 59.04% 54.11% 

Schedule Models 
7 S = 2.685xREQ0.2135𝑥𝑥2.718𝐷𝐷1 86.45% 81.78% 18.83% 
8 S = 1.938xUFP0.2025𝑥𝑥2.739𝐷𝐷1 86.17% 80.83% 18.59% 
9 S = 2.009xSiFP0.1923𝑥𝑥2.826𝐷𝐷1 86.02% 80.41% 18.35% 

 
With the regression output demonstrating statistical signif-
icance for these CERs and SERs, we recommend these for 
use in the cost community when estimating total effort and 
schedule of future agile programs categorized as auto-
mated information systems in the DHS context.  

Figure 19 Normal Probability Plot for Equation (9) 
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7.4 Model Usefulness 
The effort and schedule models based on functional re-
quirements or function points (unadjusted and simple) are 
program characteristics typically known early in a software 
program before contract award. Therefore, the models as-
sociated with these variables can be used for estimating 
software development effort and schedule early in the pro-
gram such as cost estimates supporting earlier milestone 
decisions, analysis of alternatives (AoAs), and proposal 
evaluations.  
 
On the other hand, user stories, story points, or issues are 
program characteristics typically known after contract 
award when the program is being executed and the prod-
uct backlog becomes available. Therefore, the resulting 
models associated with these variables can be used for es-
timating software development effort later in the program 
such as lifecycle cost estimates supporting later milestone 
decisions and analyses supporting post-Initial Operating 
Capability (IOC).  Finally, story points can be used as a sec-
ondary crosscheck to evaluate contractor performance. 
 
To account for uncertainty of the CERs and SERs when us-
ing them in cost estimating application, uncertainty around 
the input variable and regression equation should be con-
sidered. Since all nine resulting models are log-linear de-
rived using OLS in log-space, the output represents the me-
dian estimate, at the 50% confidence level. Applying OLS in 
log-space yields multiplicative lognormal uncertainty in 
unit space. Therefore, the uncertainty distribution shape 
around the log-linear regression is lognormal.  
 
To assess the uncertainty of the regression equation, the 
confidence interval (CI) can be calculated, which conveys 
the error around the output. A common CI is calculated at 
the 95% confidence level. The general formula to calculate 
the CI is, 
 

(𝑃𝑃𝑃𝑃 − 𝐶𝐶𝐶𝐶 𝑥𝑥 𝑆𝑆𝑃𝑃, 𝑃𝑃𝑃𝑃 + 𝐶𝐶𝐶𝐶 𝑥𝑥 𝑆𝑆𝑃𝑃) 
Where, 

PE = Point Estimate 
CV = Critical Value derived   
SE = Standard Error 

 
In the CI, 𝑃𝑃𝑃𝑃 − 𝐶𝐶𝐶𝐶 𝑥𝑥 𝑆𝑆𝑃𝑃 value represents the lower bound 
while 𝑃𝑃𝑃𝑃 + 𝐶𝐶𝐶𝐶 𝑥𝑥 𝑆𝑆𝑃𝑃 value represents the upper bound. 
Many statistical software packages will calculate a confi-
dence interval based on the model's output (median), 
standard error (SE), specified confidence level (95%), sam-
ple size, and degrees of freedom (DF). Alternatively, the 
prediction interval can be calculated to model CER and SER 
output uncertainty. For more information on how the pre-
diction interval is calculated, see the Joint Agency Cost Es-
timating Relationship (CER) Development Handbook [15].  
 

7.5 Threats to Validity 
Possible threats to the validity of the resulting effort and 

schedule models include internal, external, or constructive. 
A discussion of each threat is summarized below. 
 
Threats to internal validity include the dataset timeframe 
from 2014 to 2021, which raises potential issues where ear-
lier projects (2014-2018) were developed using agile pro-
cesses tailored to fit the developer’s need. It is likely that 
agile processes have evolved during the 7-year timeframe. 
The scope of this study covers programs that were classi-
fied as agile, perhaps loosely, and a focus on only a single 
development process. This poses a limitation to programs 
using a different software development process such as 
waterfall and may produce very different results.  
 
Threats to external validity include differences in the way 
function points may be counted for different programs out-
side the agile dataset used for this study. During data nor-
malization, the counting process for function points were 
developed by the same Certified Function Point Specialist, 
using either backlog, FRD and RTM. These are common ar-
tifacts in DHS and DoD acquisition. Other organizations 
may not have access to these artifacts to develop their 
function point counts and moreover, different function 
point counters may be generating the counts for the da-
taset. 
 
The models presented in this paper proved to be effective 
in estimating total development hours and duration for ag-
ile projects reported at the release level for DHS and DoD. 
However, we cannot generalize beyond this group for sev-
eral reasons. First, majority of the projects were developed 
using Scrum and SAFe. Second, the total effort includes 
other activities above and beyond those captured in main-
stream software cost estimating models. Examples of ele-
ments captured in the total effort for our agile dataset in-
cluded program management, systems engineering, train-
ing, security, testing, and operations. 
 
Threats to constructive validity is the number of datapoints 
in the sample size of 18 agile projects.  With a sample size 
this small, there is a threat to the statistical conclusions as 
they may be subject to overfitting and does not allow for 
detecting effects with greater power. To address this threat, 
a larger sample size is needed for confirmatory hypothesis 
testing. 

8 CONCLUSION 
The effort and schedule regression models and benchmark 
results in this paper offer the software cost estimating com-
munity a wider range of sizing measures to estimate future 
agile software programs in addition to being able to eval-
uate contractor proposals of agile software programs.   
 
The goodness-of-fit metrics of the effort and schedule re-
gression models add insight to the belief that functional 
requirements and function points (SiFP, UFP) are more ef-
fective predicters of agile software development effort than 
popular agile measures such as story points, stories, and 
issues. Additionally, we offer the software cost estimating 
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community alternative sizing measures to estimate soft-
ware development in lieu of the traditional SLOC and object 
points sizing measures that have been used for years but 
have proven to be inconsistent and difficult to obtain.   
 
Functional stories (or requirements) and function points are 
also more appropriate in assessing cost and effort of agile 
projects from proposal evaluation through IOC, when 
mainstream agile sizing metrics are not available.  
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