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Purpose & Objective

 Purpose: present in-work doctoral level research

« Objective: solicit audience feedback to improve tool’s utility for the user

o Level of interest on topic

o Clarity of problem description

o Methodology and approach

o lIdeas to improve utility of final decision support tool

o Other considerations...
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Introduction

Research Overview

Initial Findings

Path Forward
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« Bidders’ strategic investments are made to strengthen core competencies in proposed solutions

 Prioritized customer needs are inferred through evaluation criteria in their Request for Proposal

High

Low

Graphic 1: Bidder ability investments vs. their cumulative investment spend aligned to customer acquisition timeline

DRFP: Draft
Request for
Proposal

RFP: Request for
Proposal

A::)ility to adjust Competitive - Bidder Cumulative
nvestments Positioning Investment
—— _—-A
Investigate
Opportunity Acquisition DRFP  Bid/NoBid RFP Proposal
Strategy Decision Submission

Award

Customer evaluation criteria is not known until majority of strategic investments are incurred

innin
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1g ones: how teams capture large contracts.
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RATING PAGE OF PAGES
1] 139

« Evaluation criteria is outlined within __SOLICITATION, OFFER AND AWARD _ - R
RFPs in “Section M” |

o Crite ria iS Stated in faCtorS and Su bfacto rS E— Section M - Evaluation Factors for Award

SECTION M

With qualitative relationships 9. Sealed offersin orignd and_1. Section M - Evaluation Factors for Award

handearried inthe depository locat ~
L. GENERAL INFORMATION

(CAUTION - LATE Submissons, M

B H St t I t I condtions contained in this solicita The Government expects to select one Offeror on the basis of 1ts proposal providing the “best value™ to the
O u S I n eSS ra eg y a n a yS S eve rag e 10 FORDINFORMATION |4, NAME Government, all factors considered. "Best value" means the expected outcome of an acquisition that, i the
- JESSICA G Government's estimation, provides the greatest overall benefit in response to the requirement.

small samples of comparable programs c ==

to estimate these factors and their order sl armos o

of im po rtance Proposals will be evaluated based on the Technical factor and the Price factor described below. The Technical factor
1s slightly more important than the Price factor.

e e e o o e T T e e B PN e o B B e e

parts of their proposals.
NOTE: Item 12 doesnot if't

= Stiot Spply GO‘ Em.mmt use mformarlon n its ev aIuatlon ﬁ'om the Pre].l.rmnz.r\ Deswn Review a.ud Concept Refmement
12. In compliance with the above, t >

) ) The Technical Factor contains three subfactors: 1) Schedule Appmach_ 2) System Appmach and 3) Program
o Time consumi ng Management. Schedule Approach and System Approach are equal in importance and are each more important than
Program Management. Each subfactor 15 explaimned below:

e Current methods are:

o Expensive

A Final Proposal Revision (FPR) assessed with a deficiency will make the offer meligible for award.

B. EVALUATION FACTORS FOR AWARD

O S u bJ ectlve Th1s tsnot a Low Price Teth1 ically —\cteptable evaluation. Offerors are advised that proposals me°t1ng the

PPN PRSP RPNV PP ITS TIPS AP PSSR SRR SN, PRSVIRP [ RSRPRSSTY [ G e I P SRS o ¥ - R

Example RFP: US Navy MQ-25 Section M [2]
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Problem Statement:

o ADbidder’s ability to adjust strategic investments aligned to customer needs
decreases by 60% by RFP release, reducing their probability of winning[1].

Thesis Statement:

o A decision support tool based on machine learning will better enable a bidder’s
strategic investment planning by forecasting customers’ prioritized evaluation criteria.

Research Objectives:
o Develop a decision support tool to enable strategic investments decisions.

o Forecast customers’ prioritized evaluation criteria for new business opportunity using
supervised machine learning.
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ML . . Simple to . Inexpensive Small Regression Non-Linear AEITES Automatic Minimized
A * Description Interpret Fast Testing Modelin Dataset s Solutions Complex Feature Overfittin
Algorlthm P 8 Classifier Relationships Selection &

Linear “Best fit” through x and y data / / / /
Regression Numerical prediction
Logistic Estimates probability of category / / / / /
Regression using logistics function
Support -
Identifies classes by hyperplanes
Vector in high dimensional space
Machine & P
Decision Visual split into decision nodes / J J J
Tree and leaves (yes/no rules)
Random Cumulates predictions of / / / /
Forest multiple decision trees

*Subset list of supervised Machind’I6s@gd thithes3032 ICEAA Professional Development & Training Workshop: www.iceaaonline.com/pit2022 7
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ML
Algorithm*

Linear
Regression

Logistic
Regression

Support
Vector
Machine

Decision
Tree

Random
Forest

Description

“Best fit” through x and y data
Numerical prediction

Estimates probability of category
using logistics function

Identifies classes by hyperplanes
in high dimensional space

Visual split into decision nodes
and leaves (yes/no rules)

Cumulates predictions of
multiple decision trees

Simple to
Interpret

NS

Fast Testing

v v
v v
/S

Inexpensive
Modeling

Small
Dataset

NS

\

WASHINGTON, DO

Regression . Analyzes Automatic
Non-Linear
and Solutions Complex Feature
Classifier Relationships Selection

Minimized
Overfitting

* Will provide inexpensive,
simple modeling of prioritized
9r‘fteria with limited dataset

/LSS
/S
v/ L L S
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ML
Algorithm*

Linear
Regression

Logistic
Regression

Support
Vector
Machine

Decision
Tree

Random
Forest

*Subset list of supervised Machind’I6s@gd thithes3032 ICEAA Professional Development & Training Workshop: www.iceaaonline.com/pit2022

Description

“Best fit” through x and y data
Numerical prediction

Estimates probability of category
using logistics function

Identifies classes by hyperplanes
in high dimensional space

Visual split into decision nodes
and leaves (yes/no rules)

Cumulates predictions of
multiple decision trees

Simple to
Interpret

/
/

Inexpensive Small Regression
Fast Testing Modeling Dateset M'
Classifier

/| S

v v v Vv
v v v Vv

Analyzes Automatic
Complex Feature
Relationships Selection

Minimized
Overfitting

Non-Linear
Solutions

* Increases accuracy of
predictions

* Provides classification
\féroouping){redictiox(s
/S S /
/[ LSS
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ML
Algorithm*

Linear
Regression

Logistic
Regression

Support
Vector
Machine

Decision
Tree

Random
Forest

Description

“Best fit” through x and y data
Numerical prediction

Estimates probability of category
using logistics function

Identifies classes by hyperplanes
in high dimensional space

Visual split into decision nodes
and leaves (yes/no rules)

Cumulates predictions of
multiple decision trees

Simple to
Interpret

Inexpensive Small Regression
Fast Testing Modeling Dateset M'
Classifier

/| S
/S
(L L S

* Identifies key features that drive

predictions

* Analyzes complex relationships

of criteria for increased accuracy

WASHINGTON, DO

Analyzes Automatic
Complex Feature
Relationships Selection

Minimized
Overfitting

Non-Linear
Solutions

v v Vv
v v v
v v v Vv
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[Phase 1: Model Training]

—

Training Data Applicable Supervised Predictive
— Customer Organization Machine Learning Model
— Contract Information Algorithms
9 - Prioritized Evaluation Criteria
Data Sources [Phase 2: Model Testing]
- Sam.Gov
- GovWin
- Defense & Aerospace
Competitive OUtcome
Intelligence Service - Evaluation Criteria
(DACIS) - Relationship between criterion
Testing Data Predictive — Criteria prioritization volatility
- Customer Organization Model — Prediction accuracy

— Contract Information

Graphics recreated with modifications P&es&t&e@aﬁdzhm%ﬂgeL%%A%ﬁﬂmRﬁaa\lv]ﬂeﬂﬁ;lmpmﬁm&{éléﬁaﬂ&mn@&}émlﬁlmplpwwwaaﬁaﬂ(onhnecom/p1t2022 11
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 +150 RFPs reviewed (research in-work) 70
o 21-USArmy o 67 — Cost Contracts ” B s "
o 55-US Navy o 70 — Fixed Price Contracts :Z e e
o 46 — US Air Force o 16 — Other Contract Types M US Army
o 31— Other o 5 — Different market areas 3 ”
g 45
- Data collected: g }
o Solicitation Number o Solicitation Date £ 5
o Contract Number o Period of Performance 7 s 25
o Product Service Code o Award Value 20 19
o North American Industry o Award Date 1s
Classification System o Evaluation Criteria y .
(NAICS) code = Major factors
o Customer Organization * Subfactors Z .
=  Order of importance Aircraft Space Missiles Radars satellites

Contract Type

(Military)
Presented at the 2022 ICEAA Professional Development & Training Workshop: www.iceaaonline.com/pit2022 12
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* Major factors are: recrnica! |
o Technical Technical verit [ --
O PFICG Small Business _21 Defense Customer
Importance to Customer _19 . US Nawy
o Past Performance Program Management [ NN M Us Air Force
. Mission Capability _ . Defense Agencies/Ministries
o Small Business cost & Schedule Realism [ NG B Us Army
Security Plan _8
© Importance to CUStomer Org Conflict of Interest Plan -6
O Prog ram Management Transition Plan & Capability -4
Funds Availability [l
 Additional findings will quality [Illl3
include ML algorithm sereaute ]2
] . Data Rights .2
predICtlon aCCU raCy Product Sample Acceptability I1
based on experiment Participants [

Business Viability 1

progress (research in-work)
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Major factors vary based on solicitation organization, contract type, and program service code
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Data collection will expand to 9 different market areas across 10-year timeline

Initial model development leveraging existing Machine Learning software tools

Comparison of Machine Learning accuracy measures

Journal publication containing research findings targeted prior to year-end

Research is ongoing and requesting iterative feedback from other subject matter experts

Presented at the 2022 ICEAA Professional Development & Training Workshop: www.iceaaonline.com/pit2022 14
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