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ABSTRACT 

This paper shows how to bound, build and assemble trade spaces for product optimization. 
The advent of computerized tools that describe available trade spaces has changed not only 

the nature of optimized product design, but that of parametric cost studies as well.  Because these 
tools allow broader analysis, engineers can produce many more potential designs.   

However, rather than trailing such engineering studies, parametricians may be able to lead 
them.  In the process, parametricians may be able to move their organizations toward more 
economically viable configurations, those that markets will more readily accept.  

Up until now, in many military and some commercial programs, the desired configurations 
have been those that have pushed the limits of technology.  When performance has been the 
overarching metric, engineers have designed products that push the state of the art.   

What happens when market forces become more important than unrivaled performance?  In 
such conditions, engineers typically do not have all of the means available to them to make the 
decisions that offer the best solutions.  Now, however, well-equipped parametricians may offer 
some vitally important tools and methods that aid in product optimization. 

These tools, explained in this paper, allow parametricians to analyze trade spaces in a manner 
that allows them to determine the sets of product attributes that have the best chances for market 
success. 

 
1.0 INTRODUCTION 

September 16, 1893 was a very big day for a competitive throng in Kansas.  At noon, the 
cannon went off.  The roughly 100,000 people, by train and by wagon, on horseback, bicycle, 
foot and any other means possible, raced off in search of one of 42,000 parcels that they could 
claim as their own in a place called the Cherokee Outlet in northern Oklahoma.  This was the 
fourth Oklahoma land rush.  Some people, known as “Sooners,” jumped the gun up to days 
earlier and took up some fine parcels before the official start of the race.  Those waiting for the 
gun to go off, referred to as “Boomers,” had to wend their way through partially charted territory 
and find the best plot of land that remained (Doughty).   As shown in Figure 1, the area was 
rather large and not entirely accessible by modern means (Dickinson Research Center). 

An enlargement of the region as Figure 2 (Oklahoma Archeological Society, with added 
color added by the author) reveals what could have faced that crowd on that hot day in the 
nineteenth century.  “Sooners” jumped the gun and many occupied some prime parcels, 
notionally colored as red in Figure 2.  “Boomers,” meanwhile, though faced with a reduced 
inventory from which to draw, still had some prime pieces left, colored in green in the same 

Presented at the 2011 ISPA/SCEA Joint Annual Conference and Training Workshop - www.iceaaonline.com



figure.  Ideally, there must be some place like that marked with the star, the optimal site in view 
of all other options.  In 1893, it was hard to assess such a place, but certainly easy and consistent 
access to water was necessary, while at the same time a portion of the ground in that parcel 
should be sufficiently high to stay out of the water should the river rise.  If the Boomer were a 
farmer, and most were, proximity to a town or river port to export goods to market would add to 
the parcel value as well.   

Whether the Boomer had known it or not, he or she had made a value assessment of the 
property using a series of variables (access to water, elevation and proximity to markets).  This is 
a formulation of a Value Estimating Relationship, or VER.  They used VERs to evaluate the 
goodness of one parcel over another. 

 

 
Figure 1: The Cherokee Outlet in 1893 (in red), site of Fourth Oklahoma Land Rush 

 
 

 
Figure 2: Hypothetical map of Cherokee Outlet showing occupied areas (red), optimal open 

spaces in the region (green), and theoretical best place left open (star) 
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Figure 3: Change came with the wind in the 1930’s Dust Bowl

Figure 4: Some parts of the 4th Land Rush did better than others
 

 
There was a great deal at stake in the properties that they chose.  Many settlers, and indeed 

the federal government, attracted to the area during an unusually wet period, thought, “The rain 
follows the plow.” (National Drought Mitigation Center).   

We now know this to be inaccurate.  This semi-arid region typically received less than 20 
inches of rain per year.  A variety of outdated farming practices from 1893 to 1930 lead to 
massive erosion.  When the abnormally wet phase ended in 1930, the combination of less rain 
and poor attention to the needs of the soil hit a critical point, and the dust storms began.  Areas of 
sustained high winds and less rainfall felt the impact the worst, as shown in Figures 3 and 4.  The 
more eastern part of the Cherokee Outlet did not feel these consequences as severely due, in 
large measure, to more rainfall and rivers and less winds, the favored attributes that settlers in 
that region selected.  In the end, it was clear that the eastern parcels were more valuable.     
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In modern times, in any endeavor, contractors have a broad range of options when it comes 
to the selection of attributes that they choose for their next product offerings.   

In many companies, someone gets an idea and starts it in motion, only calling in the 
parametrician to estimate the cost at the last minute.  Engineers assure optimal design with 
respect to the structure.  However, they may ignore optimal design with respect to market needs. 

Manufacturers must satisfy the customers’ evaluation of value as defined by their Value 
Estimating Relationship.  They need to discover the best position in which to place their new 
products, much as the Boomers wanted to find the best possible plot of land.   

The Oklahoma Land Rush of 1893 was important in other respects as it applies to business 
analysis.  Clear lines divided the land that was up for grabs from that which was not.  Laying 
claim to a piece of Kansas or running all the way to Texas were not options.  Similarly, there are 
limits to what the market may absorb.  Staking a business case to a plan that calls for more 
products than the market demonstrates it absorbs is not impossible, but very likely may be 
infeasible if there is not a sufficient reason for the market to demand more.     

It is important to understand how cost, value and demand respond with respect to specific 
influences.  If costs go up faster than the value of for a vehicle approaching Mach 1, it will not 
make sense to go faster, since net profit falls.  If the value of adding cabin height exceeds the 
cost to providing it, it may make sense to make a taller cabin.  If the market does not support 
more than 500 vehicles at an $11 million price point over a decade, proposing to sell 1000 over 
the same period may not make sense. 

This paper addresses these questions of value, cost and demand simultaneously, using the 
business aircraft market in 2002 as an example.  It was then broad in scope and still growing. 

At the bottom of that market, a turboprop carried four passengers and cruised at 164 miles 
per hour that sold for less than $1 million.  Meanwhile, at the top of the market, a converted 
airliner that carried 26 passengers and cruised at 542 miles per hour sold for nearly $55 million.  
In between there were over 40 vehicle models.  Clearly, in between the least and most expensive 
planes there was a great deal of space into which the other models fit.   

It seems obvious that more speed ought to fetch more money than less speed, and that the 
same should hold true for passenger capacity.  What might not be as obvious is that the market 
responds in predictable ways with respect to changes in cruise speed and capacity.  Indeed, as 
this paper shows, the market reacts predictably with respect to several attributes at the same time.  
This knowledge, reduced to predictive equations for value, when combined with like equations 
for cost allows parametricians to lead trade studies, by revealing the open regions in the market 
and describing the attributes to fill those spaces and to maximize profit.   
 
2.0 DEMAND 

In order for a parametrician to analyze a trade space completely, he or she must be able to 
describe the demand in the market.  For this paper, we will examine the market for Business 
Aircraft from 2002 to 2011 (Forecast International).    
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As shown in Figure 5, there were 46 business aircraft models had the predicted sales figures 
in terms of quantity and price.  Below $10 million, predicted sales were for 6153 vehicles at an 
average price of $5.01 (this is lowest and rightmost circular dot on the chart).  Between $10 
million and $20 million, FI’s prediction was for 2064 units at an average price of $15.6 million 
(the next highest circular dot).  Continuing on, the next bin, with a lower bound of $20 million 
and an upper limit of $35 million, had 1335 units at an average price of $27.4 million (the 
circular dot just below the highest circular dot).  Finally, in the highest bin, those planes above 
$35 million, the projection was for 1115 units at an average price of $42.2 million (the highest 
circular dot).  Running a regression through the circular dots yields an Aggregate Demand curve 
described by Equation 1. 

 
Pr¯¯  = 163000 * Quantity-1.2                          (1) 
 
Where:  
Pr¯¯  = Median aircraft clearing price in 2002$ 

 Quantity = Projected sales from 1-1-2002 to 12-31-2011 
 

While the Aggregate Demand curve shows the total sold by price group, another useful 
concept with respect to quantity limitations in the market is that of the Demand Frontier, as 
revealed in Figure 6.  Note the quantity term in Aggregate Demand curve was several times the 
largest value for any individual aircraft model in each bin.  Because of this phenomenon, the 
Aggregate Demand curve slope provides insight into price responsiveness in the market, but 
because no one manufacturer can attain these aggregate figures, the quantity term loses meaning.  
The Demand Frontier solves this problem by either 1) running the Aggregate Demand curve 
slope through the rightmost point in the demand array, or 2) running a curve through the two 
rightmost points in the demand array.  In this case, the second option offers a Demand Frontier 
curve described by Equation 2:  

 
DFP = 123,000,000 * Quantity-2.61         (2) 
 
Where: 
DFP = Demand Frontier Price 
 
Figure 7 identifies three price gaps, regions in the market in which there are no competitors 

with respect to price.  Since the market has indicated its willingness to support vehicles above 
and below these price thresholds, it is reasonable to assume that with the proper mix of attributes, 
new vehicles could be successfully to the market. The next question before us is this: what is the 
best mix of features for new aircraft?  
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Figure 5: Business Aircraft  Aggregate Demand

Figure 6: Aggregate Demand & Demand Frontier

Figure 7: Significant Market Price Gaps in Green 
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3.0 VALUE 
Understanding the importance how the market reacts to the products put before is central to 

understanding value analysis.  A hypothesis about how the market so reacts, known as the Value 
Theory of Price Determination, mathematically described as Equation 3: 

 
Vm = A1 * A2 * …Ai * ej                                                        (3) 
 

Where:   
 Vm = Market value of aircraft (here, in 2002$M) 
 Ai  = contribution of ith attribute  

ej   = error term of the equation 
 
In other words, Equation 3 hypothesizes that product value in the business aircraft market is a 

combination of all factors upon which the market collectively deems important as they vote with 
the money that they provide to the market.  Products priced higher than this collective wisdom 
will experience little or no sales and producers making such products will find prices for them 
unsupportable, and will have to lower their sales prices.  Products priced too low will experience 
brisk sales, perhaps so much, so that the manufacturer will not be able to keep pace, and the 
manufacturer will therefore have to raise prices to avoid shortages.  In this formulation is there 
may be several elements contributing to the overall value of a product.  While some attributes are 
more important than others are, ignoring non-primary effects may put the producers in financial 
peril.  That is, according to the hypothesis. 

What does the data indicate? 
If we consider only a single variable, cruise speed in miles per hour (abbreviated MPH) as in 

Figure 8, we get a statistically significant equation, but it is not very well correlated (adjusted R2 
= 64.4%) and has a substantial error term (Mean Absolute Deviation, or MAD of 54%), as 
shown in Figure 13.  Noting that Figure 8 does not well explain the higher-priced vehicles and 
those aircraft typically have more passengers.  In view of this, we add a passenger term and 
come to Figure 9.  Figure 9 indicates that the passenger capacity adds to overall vehicle value, 
and reduces the contribution from cruise speed alone.  The correlation for Figure 9 is much 
improved (adjusted R2 of 92.6%) and the MAD is better as well, now down to 22.4%, as shown 
in Figure 13.  Figure 10 adds the role that cabin height plays in value, which is a variable that 
accounts for passenger comfort. The cabin height variable offers improvement in both the 
correlation (adjusted R2 of 96.0%) and the MAD (which drops to 15.2%).   In Figure 11, the 
vehicle range enters into the mix.  The farther a vehicle can go without fueling the more flexible 
it is.  The range variable continues to refine the analysis, as the adjusted R2 moves to 97.6% and 
the MAD goes down to 11.3%.  With Figure 12, the number of engines adds to the mix of 
variables and pushes the adjusted R2 to 98.1% and the MAD to 10.7%.  The number of engines is 
a safety parameter – some planes with one engine fly faster than vehicles with two engines, but 
when we consider the contribution of the number of engines, the market rewards the added safety 
of additional engines despite their added cost. 

Figure 13 summarizes some of the statistics for Figures 8 through 12 and shows that the 
usefulness of the equations improved as we added statistically significant terms.  Knowing these 
relationships allows us to determine the value of proposed new configurations and to compare 
those values to the costs of making those new vehicles.  
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Figure 8: Aircraft value as a function of one variable Figure 9: Aircraft value as a  function of two variables

Figure 10: Aircraft value as a  function of three variables Figure11: Aircraft value as a  function of  four variables

Figure 12: Aircraft value as a function of five variables
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Figure 13: : Statistics for Figures 8 through 12  
 
 
4.0 NEW PRODUCT POSITIONING 
 

In Figure 7, the demand analysis of the business aircraft market revealed at least three 
significant price gaps.  No competitor had a product to offer in these regions.  While Figure 7 
described market openings with respect to price, Figure 8 through 12 provided equations with 
progressively more terms and less error that showed how the market reacted to the features 
offered to it.  By the time that we arrived at a value estimating equation with five terms, the error 
associated with our prediction down to a Mean Absolute Deviation of just 10.7%.   If we use this 
equation along with maps of the attributes offered to the market simultaneously, we get the views 
offered in Figures 14 and 15.   

In the upper right hand corner of Figure 14, we find a close-up of lowest price gap described 
in Figure 7.  The vehicles that form the upper and lower price boundaries of this region, Models 
40 and 41, sell for $3.86 million and $2.9 million, respectively, forming a price gap of nearly $1 
million.  In the lower left graph of that Figure, the maximum cruise speed and passenger capacity 
values for Models 40 and 41 bound an attribute region shaded in green in which no competitor 
offers a vehicle.  In the lower right view of the same Figure, note that that many manufacturers 
offer a cabin height of 4.75’, including the makers of Models 40 and 41.  In addition, the range 
for Models 40 and 41 is virtually the same. 

A supplier wishing to make a new model directed to this price gap may be inclined to pick an 
set of attributes listed as “values” in Figure 14.  Picking an intermediate target cruise speed of 
361 miles per hour, the difference between Models 40 and 41, splits the speed difference in half.  
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Figure 14: The low price gap and attribute maps of  nearby competitors

Figure 15: The middle price gap and attribute maps of  nearby competitors
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Selecting the passenger capacity of five matches the more expensive model, and provides more 
than the less expensive brand.  By adding a little more cabin height (4.83’ compared to the 4.75’ 
offered by the competitors) and range (1520 miles compared to 1435 for Model 40 and 1475 for 
Model 41), and keeping the number of engines unchanged, the Value Estimating Relationship 
(VER) in Figure 8 predicts that the value for a vehicle thus configured as $3.38.  This price is 
halfway between Model 40 and Model 41.  While both Models 40 and 41 had projections for less 
than 300 units for the period, our hypothetical projection here is for 500 units.  While this is 
many more than the local competition, it does not violate the demand frontier established by the 
market. 

In Figure 15, we move to the middle gap in prices.  In the upper right hand corner of Figure 
15, we get a closer look at the local environment.  Note the change in scale.  Though still 
logarithmic, this chart now starts $9.0 million (in order to capture Model 26, priced at $9.86 
million) and continues on to Model 25 (selling for $12.2 million) and up to the upper limit of the 
chart at $100 million.  In this instance, the market offers a gap of $2.34 million ($12.2 million - 
$9.86 million).  Just as in the case of Figure 14, we need to understand what the competition 
offers with respect the attributes of their individual aircraft models.  In the lower left hand corner 
of Figure 15 we discover that while both vehicles offer the same passenger capacity (10 
passengers each), there is a slight difference between the top cruise speeds of Models 25 and 26.  
Model 25, the more expensive of the two, can cruise at 536 miles per hour, while Model 26 tops 
out at 494 miles per hour.  As an airframe manufacturer considers a new market entrant in this 
region, that firm might choose to stay with the same passenger capacity, or lower it to nine 
passengers or raise it to 11.  Additionally, the same types of considerations apply to the selection 
of the target cruise speeds, but in this particular instance, the manufacturer does not entertain a 
reduction in speed.  In the lower right hand corner of Figure 15, note that Models 25 and 26 have 
identical cabin heights but that Model 25 has a range of 2873 miles, over 15% more than its 
competitor, Model 26, at 2491 miles.  A new model hoping to compete in the space between 
Models 25 and 26 might be configured according to the value column in Figure 15.  This new 
model offers more speed than Model 26, and a little bit more range, while keeping the cabin 
height, number of engines and number of passengers constant.   

The mapping tools in Figures 14 and 15 are only one aid to demarcate possible combinations 
for a new potential vehicle configuration.  In this particular instance for business aircraft, we 
have identified three large price gaps.  Noting that we have a five variable equation that explains 
value, and that we can vary two of the variables at a time in a three dimensional model, we can 
now identify the number of potential studies that need be undertake, as shown in Figure 16. 

Figure 16 takes into account all of the combinations of variable pairs that can vary while the 
other three variables remain fixed as constants.  In the column marked “Engines,” cases 1 
through 6 address value variations while holding the number of engines fixed at one, while cases 
7-12 fix the number of engines at 2, and cases 13-18 use 3 engines in every instance.  With this 
kind of arrangement, we allow every pair of variable combinations to vary while holding the 
other variables constant.   
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  The number of combinations is a function of 
both the types of categories from which we 
take a draw and the number of variables 
combined.  In every case, we have four 
variables and we combine two variables that 
we allow to vary.  Formula 4 arises from this 
arrangement: 
 

 x =   n!/(r!(n-r)!)         (4) 
 
     Where: 
 x = number of combinations 
 n = no. of types from which to choose 
 r = number of variables chosen 
 
     For the case at hand,  
 
 x = 4!/(2!(4-2)!) = 24/4 = 6       (5)       
 
     Since 
 4 = n (height, range, pass, MPH) 
 2 = r (two variables combined) 
 

Thus, we have six combinations for each of the single, twin and triple engine combinations 
offered in the business jet market, which totals to the 18 cases in Figure 12.  When we take each 
case through the identified gaps, we get 54 studies that offer starting points for analysis.   

Using Appendix A data, we obtain a predictive equation for vehicle weight as Equation 6: 
 
 MEW = 2.70 * Pass0.33 * Cabin Ht1.42 * Range0.68      (6) 
 
Where: 
 MEW = Manufacturer’s Empty Weight 
 Pass = Aircraft model passenger capacity 
 Cab Ht = Maximum height of the passenger cabin in feet 
 Range = Maximum vehicle range in statute miles 
   
Equation 6 has an adjusted R2 of 88.6%, a MAD of 18.0%, and its P-values for Passengers, 

Cabin Height and Range are 0.01, 0.002 and 0.000014 respectively.  Using this equation through 
the Development and Procurement Cost of Aircraft (DAPCA IV) equations for cost, when we 
combine those outputs with the respective ones for values produces Figures 17 and 18.  

Figure 16: 18 Variable Cases over 3 
Gaps yields 54 studies
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Figure 17: The low price gap projected values and costs (Case 12)

Figure 18: The middle price gap projected values and costs (Case 12)  
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In Figure 17’s low price gap, we can see a predicted loss position for the program if we look 
at the case where we have built only 100 aircraft.  Note that the upper red surface representing 
the average cost for those 100 aircraft is far above the predicted value surface for vehicles with 
varying passenger capacity and top cruise speed with the other three attributes set as in Figure 14 
(2 engines, range of 1520 miles and a cabin height of 4.83’).  If we increase the number of 
vehicles built to 500, the model predicts a small profit (predicted value of $3.38 million – 
predicted cost of $3.30 million = per unit profit of $0.08 million). 

Contrast the low gap condition with that of middle gap portrayed in Figure 18.  In that 
Figure, a small profit appears for the 100 aircraft condition (predicted value of $11.03 million – 
predicted cost of 10.71 million) with the Figure 15 attributes (2 engines, range of 2521 miles and 
cabin height set to 5.67’).  A much larger profit appears for the 500 aircraft condition (with costs 
of 5.62 million per unit).  

 

Figure 19: The middle gap in this four dimensional  ($, Quantity,  Passengers, 
Cruise MPH) system supports a profit, but 500 units pushes the Demand Frontier.

0,0,0,0

 
 

 
However, as shown in the four-dimensional model in Figure 19 (a model in which all four 

dimensions, quantity sold, cost or price in dollars, passenger capacity and cruise speed in MPH, 
are positive), the 500 units predicted for sale pushes the Demand Frontier.  Though this condition 
predicts a better per unit profit than the lower gap, the predicted sales figure should be re-
examined.   

Indeed, all of the open spaces demand thorough examination.  Only by comparing all of the 
options will producers be able to determine their best option for a new offering to the market. 

Parametricians should perform this multidimensional analysis for any new product proposed 
for any market.  In so doing they will lead their teams to the best economic solution for their 
companies. 
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5.0 SUMMARY 
A number of economic forces play upon product offerings.  Parametricians can model these 

influences simultaneously.  Rather than let engineering take the lead with respect to new product 
formulation focusing on what new products can do, parametricians can lead the way with 
analysis describing what new products should do.  Exhaustive market study requires discovering 
all of the variables that affect value, cost and demand and optimizing their predicted states to 
ensure maximum profitability. 
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APPENDIX A: DATABASE 
 

The database used for the modeling in this paper appears below as Figure A-1.   
 

Figure A-1: Business Aircraft Database  
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APPENDIX B: FIVE VARIABLE VALUE EQUATION  
 

The detailed statistics for the 5-variable value equation appear below in Figure B-1. 
 

Figure B-1: Statistics for 5-Variable Value Equation
 

Presented at the 2011 ISPA/SCEA Joint Annual Conference and Training Workshop - www.iceaaonline.com



APPENDIX C: 
 

The Development and Procurement Cost of Aircraft, or DAPCA IV model as developed by 
the RAND Corporation (Boren) and described by Dan Raymer (Raymer) provides a series of 
equations that predict the price of producing aircraft, as shown in Figure C-1. 

 

Figure C-1: DAPCA IV Cost Model Equations
 

 

Various combinations of sizes and speeds and quantities pushed through the equations in C-1 
provided a series of cost matrices.  Regression analysis through those matrices offered a series of 
predictive equations for average cost for a given number of aircraft, shown in Figure C-2.   

 

Figure C-2: Average Aircraft Cost from DAPCA IV, 
including all nonrecurring and recurring costs  

 

In the cases provided, for convenience, the labor rates per hour were cut in half to make the 
illustrations required.  See the Raymer book for more information on this open source model. 
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