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Agenda

« Cogt Estimating Relationships (CERS)

Regression Analysis
e Linear Regression
« Power Equation
* Nonlinear Regression
— Additive Vs. Multiplicative Residuals
Maximum Likelihood Estimation

Three Popular CER Methods

 Log-Transformed Ordinary Least Squares

e Minimum Unbiased Percent Error (M UPE)

e Minimum Percent Error/Zero Percent Bias Constraint
Examples Comparing The Three Approaches

CER Development in the Context of a Parametric Model
Development Framewor k
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Model Development Framework S&e

From Science to Solutions
Data and Experience

A 4

Parameter Calculation

P > Modd Choice N
) Mode™~__ Yes
Model Validation > _ >
Valid?
No l

Model not suitable, select another model

Document Results

d
<«

This Framework Appliesto CER Development in Particular and
Mathematical Modeling in General.

Adapted from Loss Models, 37d. Edition
4
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Model Choice

1!|
::‘:1

o’
3
%]
=3
w
=1
-

o Goal: Use Historical Data to Accurately Predict Cost of
Planned Programs.

o |t IsImportant When Developing Modelsto Limit Our
Choices, Since Given Enough Models To Choose From,
There Will beat Least One Model That Appearsto Fit the
Data Well, but Will Not Help us Effectively Predict Future
Cost.

— Experienceisa Useful Guidein Limiting the Univer se of Choices.

e In This Section, We Limit Our Choicesto Statistical
Methods (“ Regression Analysis’), Nonlinear Regression,
and Multiplicative Residuals.

— Explanations are Given for Reasonswhy These Choicesare Made
In the Following Charts.
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Cost Estimating Relationships AL

 Cost Estimating Relationships (CERs) are One Way to Discern
Trendsfrom Historical Data in Order to Predict the Cost of Future
Programs.

« CER AreDeveloped From Historical Data Using Statistical
Techniques Such As Regression Analysis.

— Regression Analysis Relates Oneor More Cost Drivers (“1ndependent”
Variables) to Cost (“Dependent” Variables).

 Example

Estimated Cost = 1.5-Weight®®

Where Weight isin Pounds (Ibs.) and Cost isin Millions of USS.

— When Weight = 30,000 Ibs.:
Estimated Cost = 1.5- 30000%° = $260Million
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Linear Regression —Aic.

Given an Equation of the Form

Y =a+bX
And a Set of Data

(X1 Y1) (X5.Y,). (X, Y, )

The Residuals are Defined as:
g =Y. —(a+bX. )= Actual — Estimated

ThisisAlso Referred toasthe“Error” Term Sinceit isthe Difference
Between the Actual Cost and the Estimated Cost Linear Regression
Findsthe“Best Fit” by Finding the Parametersa and b That Minimize
the Sum of the Squares of the Residuals.

ZE _Z(Y —-(a+bX;)) Z(Actuali—Estimatedi)2

=1
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Least Squares and Regression P——
Analysis

« TheMethod of Least Squareswas First Developed by the
Mathematicians L egendre and Gaussin the Early 19t Century, Who
Used it to Predict the Orbits of Heavenly Bodies Using Observed Data.

 FrancisGalton Later Applied This Techniqueto Find Linear
Predictive Relationships Between Various Phenomena, Such asthe
Relationship Between the Heights of Fathers and Sons.
— Galton Found a Positive Correlation Between These Heights But Found a
Tendency to Return or “Regress’ Toward the Average Height, Hencethe
Term “Regression Analysis.”
o

Datapoints
Regression
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Nonlinear Regression =

* Inthe Spacecraft and Defense Industry it isMore Common to See
Nonlinear Relationships Between Cost and Cost Drivers.

 ThePower Equation is Ubiquitous.

Y =aX?

* InThisCaseY Typically Represents Cost in $, But Can Also
Represent Effort (Hours, Full-Time Equivalents).

o Xtypically Represents Weight or Some Other Performance
Parameter.

« TheEquation Can Also Be Modified to Accommodate M ultiple Cost
Drivers.

« TheValueof the b Parameter in the Power Equation isUsually L ess
Than 1, Indicating Economies of Scalein Design and Production.

 Linear Regression is Simple- the Calculations Can be Done by
Hand, but Nonlinear Regression Requires M or e Sophisticated
M ethods, Often the Use of a Computer.

9



Presented at the 2009 ISPA/SCEA Joint Annual Conference and Training Workshop - www.iceaaonline.com

Additive and Multiplicative Residuals =

 TheResiduals of the Power Equation Can Either Be Additive or
Multiplicative.

 Additive ResidualsHavethe Form

Y=aX"+¢
 Multiplicative Ressduals Have the Form
Y =aX’¢

o Multiplicative Residuals Are More Appropriate for the Spacecr aft
and Defense Industry in Most Applications Because of Wide
Variationsin Size, Scope, and Scale of the Systems That Are
Estimated.

— AsaResult WearePrimarily Interested in the Per centage Difference
Between Actual and Estimated Costs, Not the Absolute Differ ence.

 For Example, if Historical Data Ranges from $50 Million to $1
Billion, Better to Analyze Per centage Differ ences.

10
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Residuals Comparison A

« The Commonly-Used Regression Techniques Considered
In ThisPresentation are all Based on the M ultiplicative

Error Assumption.
Additive Error

Multiplicative Error

The Focus of This Section ison Nonlinear Regression Methods for
Equations of the Form Y =aX®, With Multiplicative Residuals.

11
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Multiplicative Residuals AL

For the Power Equation with Multiplicative Residuals, i.e.,

Y =aX’¢
« TheRegression Estimates Vary Based on the Variation of the
Resdual
Y
& = X
 Also Common to Adjust Thisto Treat € asa Percentage, i.e., Set
Y =ax"(1+¢)
. aX °-Y _ Estimate — Actual

ax P Estimate

o Actual Cost = Estimate +/- Percentage of Estimate

12
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Multiplicative Residual Example SAIL

From Science to Solutions™

 |ftheEdgtimateisGreater Than the Actual the Residual is Greater
Than Zero.

« |ftheEstimateisLess Than the Actual the Residual isLess Than Zero.

 NotethelLack of Symmetry.
— For Estimates Abovethe Actual, the Maximum Value of the Residual is 1.
— For Estimates Below the Actual, the Minimum Value Has No Bound!

Residualsfor a Subsystem CER in the NASA/Air Force Cost Model (NAFCOM)

1

0.5 . S * o *

*
-0.5 | ¢ .

-1.5

13
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Residuals Are Random Variables =

 For a“Good” Regression Model, The Cost Drivers Explain All (or
Most) of the Variation in the Historical Data That Can Be Explained.
— ItisTypically Assumed That any Remaining Variation is Random.

o Either Dueto Non-Repeatable Random Phenomena (e.g., Test
Failures) That Are Truly Random Phenomena and Will Not Help
Predict Future Cost, or Dueto Our Ignorance.

— Statistics Has Been Called “ The Science of 1gnorance.”

« TheMultiplicative Residuals That Represent This Unexplained
Variation are Thus Treated as Random Variables.

e For Linear Regression, it isAssumed that the Additive Residuals are
Normally Distributed.

 For Nonlinear Regression for CER Development, Residuals Assumed
to Follow Normal, Lognormal, Gamma, or Treated without Making
Such an Assumption (Non-Parametric).

14
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Normal Distribution SHic.

« TheMost Common Probability Distribution.
« Many Random Phenomena Follow This Distribution.

 Also Called the“Bell Curve,” Noted for 1ts Symmetry and
Thin Talls.

e |If Cost isa Sum of Many Random Independent
Phenomena, the Central Limit Theorem Indicates This
May bethe Appropriate Distribution.

15
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Lognormal Distribution —Aic.

e Lognormal Distribution isa Skewed Distribution.

« |f XisLognormally Distributed, Y =In(X) is Normally Distributed.
« HasFatter TailsThan the Normal Distribution.

 Bounded Below by Zero, Unbounded Above.

 |f CostisaFunctionisMultiplicative Factors(e.g., Test Failues Cause
a Percentage Increasein Cost Rather Than a Fixed Amount Increase),
then Complex Projectsare Likely to be L ognormally Distributed
(Multiplicative Analog to Central Limit Theorem).

— These Aspects Make the L ognormal Appealing for Cost M odeling.

16
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Gamma Distribution SAt.

The Gamma Distribution isa Flexible Distribution.
Can Resemble a L ognormal, Can Also Resemble an Exponential

Distribution.

X

Distributions.
e ¢
(k)- 6"

— Indeed the Gamma Distribution isthe Sum of | ndependent Exponential

« PDFisGivenby: f(x)= Xk_lr

—k =1,theta=2

—k=2,theta=2

—k =5,theta=1

17
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Parametric Vs. Non-Parametric S

 When the Data Follow an Observable Pattern, Based Either on
Preliminary Data Analysisor Through Experience, Parametric
AnalysisisPreferred.
— Assume Residuals Follow L ognormal, Gamma, or Normal, for Example.
— For Example, NASA Cost Data are Skewed, Which Makes I ntuitive Sense,
Because Cost Cannot be Less Than Zero, but Thereis No Upper Limit.
* Leadsto Assumption of Lognormal or Gamma Residuals.

« When the Data Do Not Follow an Observable Pattern, or ThereisNo
Reason to Assume an Underlying Pattern in the Data, Non-Parametric
Analysis May Be Suitable.

— Data Setsare Small.
— No Reason to Assume Similarity with Other Data.

 However, if Non-Parametric Techniques Are Used, Must Be Careful to
Ensure Modelsare Valid, Since Techniques May Be Similar Enough to
a Parametric Technique that the Non-Parametric Version Inherits
Some Features of the Parametric Version.

18
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Parametric Vs. Non-Parametric =

 Another Issuewith Non-Parametric Techniquesisthe L ack of Rich
Techniquesfor Developing Confidence Intervals, Prediction Intervals,
Covariance Matrices, and Other Useful Metricsand M ethods
Available for Parametric M odels.

* Indeed, Some Statistical Techniques Do Not Exist for Nonparametric
Problems.
— As Shown by Bahadur and Savagein Their 1956 Paper “ The Nonexistence
of Certain Statistical Proceduresin Nonparametric Problems’, Therels
— No Effective Hypothesis Test for the Population M ean
— No Effective Confidence Interval for the Population Mean

— No Effective Point Estimate for the Population Mean
— No Confidence Interval Will Fit the Data Well.

« MakesModel Validation Problematic for Non-Parametric Methods.
 Note: Parametric Techniques Do Not Necessarily Involve Assuming
the Residuals Follow a Particular Probability Distribution.

— Can Be Much Weaker, Such as Assuming a Constant Coefficient of
Variation.

19
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Model Development Framework e

Parameter Calculation by
Data and Experience

g > Model Choice >
T M odel Yes
Model Validation > . >

Valid?
No
~ Model not suitable, select another model

Document Results

20
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Parameter Calculation =7 =

iy N S

« Thereare NumerousWaysto Calculate the Parameters of
a Cost-Estimating Relationship, but in This Presentation,
We Consider One Method.

e TheMethod Presented, Maximum Likelihood Estimation,
IsaWidely Used Statistical Techniquethat Servesasa

Unifying Framework for the Three CER Methods
Presented.

21
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Maximum Likelihood Estimation =

e LetA,..., A, Represent the Observed Data and X,,...,X,, Represent
Random VariablesWhere A, Results From Observing the Random
Variable Xi.

 ThelLikelihood Function, Which Representsthe Likelihood of
Obtaining the Sample Results, is

L<e>=g Pr(X, = A |6)

e TheMaximum Likelihood Estimate of 0 isthe Vector That Maximizes
the Likelihood Function.
« Maximum Likelihood Estimation isa Popular Statistical Technique.
— Major Advantage — Likelihood Function is Almost Always Available.
e TheThree CER Methods Considered in This Section All Havea
Connection to Maximum Likelihood Estimation.

 Parameter Calculation for Each of the Three CER Methods Considered
Can be Viewed in the Context of Maximum Likelihood.

22
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Maximum Likelihood —
Lognormal Residuals

e For Y=f(X,h) U, where
B =vector of coefficients of the CER
Y, = actual cost of theith data point
X, = vector of cost driversfor theith data point
u. =residual of theith data point
e Likelihood Function for Lognormal Distribution

(Inu;—g)°
20

1
Hu.0)= U276

e Ifwesat u=0 WeareEstimating the Median
— ThelLognormal isUsed to Model the Distribution of the Residual.
— When u= 1, the Actual Matchesthe Estimate.
— For aLognormal, Median =e# =¢e/ = 1.

« Whythe Median?

23
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e TheThreeMost Commonly Encountered Measures of Centrality
arethe Mean, Median, and Mode.

« Mean ="“Expected Value,” For a Sample of n Data Points Thisis
" X
2

« Median = 50" Percentile, the Point at Which Half the Population

IsLess Than ThisValue, and Half is Greater.

« Mode="Most Likely,” The Peak of the Distribution.

 For aNormal Distribution, Mean = Median = Mode.

 For aLognormal, Mode < Median < Mean.

 For aLognormal, The Mean is Always Greater Than the 50"
Per centile, and Can Be Any Percentile Greater Than the 50t:
o0th, 95t etc.

 For ThisReason, a Better Metric for the Center of aLognormal is
the Median.

— Common to Report the Median Rather Than the Mean asthe
“Average’ of Skewed Data (Income, House Prices, etc.).

24
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Lognormal —
Mean Vs. Median Example

Mode = 346

wdian = 499
Nean =600

$0 $200 $400 $600 $800 $1,000 $1,200 $1,400

25
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Lognormal Maximum Likelihood Estimation of the  —=-==

——— -

M e d I a n From Science to Sam::‘ons;'-

e From theLognormal Likelihood Function

u _(Inu-0)?
Pr(U<u)= | L o % qu

« WeWant toAnalyze Thisin Termsof Y=f(X,£)-u
— Since u=Y/f(X,),

Pr(v <y)=Pr(u-f <y)= Pr(u Si]j

y

1 1 _('n(ylef )’
= —e ¢ d
yl f270 f /
Yy 1 _(ln(ylgf))2
= e 2 d
.YV 270 d
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Lognormal Maximum Likelihood Estimation of the
Median (cont’'d.)

1 e 20 i=1 [

o) H y, (278)2

Since the Logarithm Function isMonotonically Increasing, Can Take
the Log of the Likelihood Function and Maximize That | nstead

(Usually Easier to Do):

1(3, 0)———In6 Zln y, ——ez(ln y,—Inf(x,,8))

— Note: Welgnore Constantsas They Do Not Affect the M aximization
Note That Thisisthe Same as Minimizing the Negative of this Result

1(8.,0)= —In0+ZIn y, +2—102(In y,—Inf(x,8))

=1

27
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Minimizing the Log Likelihood Function =15

From Science to Solutions™

e |In Order to Minimizethe Likelihood Function, First Minimize with
Respect to 6.

— ToMinimize, We Takethe Partial Derivative with Respect to g, Set Equal
to Zero, and Solvefor 6.

e TakingtheDerivative Yields

n

ol n 1 )
20 20 262 ;(ln yi—In f(xi ’ﬂ))

e Setting Equal to Zero and Solving Yields

n

> (Iny, —Inf(x,,8))

é: =1

n

28
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Minimizing the Log Likelihood
Function (cont’'d.)

__J.
Plugging in the Valuefor 0 intothe Log Likelihood Function Yields

(Iny,-Inf(x,,8)7 .
I(,B)_ In'z;’ ’ - +;Inyi+%

|gnoring Constants, This Becomes

|*(ﬂ)=|”§(|nyi—|” f(x,.6))

Thisis Equivalent to Minimizing

L (8)= Z(Iny.—ln f(x.8)f

Thisisthe Least Squares of the L og of the Differences Between the

Actuals and the Estimates.
Noticethe Similarity to Linear Regression.

29
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Log-Transformed Ordinary Least Squares g
(LTOLS) oo

« What WeHave Derived isa Generalization of Log-Transformed
Ordinary Least Squaresin the Context of Maximum Likelihood.

 InLog-Transformed Ordinary Least Squares, Apply a
L ogarithmic Transform to Both the Actual and the Estimated
Costs.

* For the Power Equation Y=aX This Transformsthe Equation
From a Nonlinear Equation toa Linear One:

InY = In(aXb)= Ina+bln X

« TheParameters Can Be Easily Calculated in a Spreadsheet.
 Must Remember to Transform the a Parameter.

e TheMaximum Likelihood Median Estimator isMore General.

— Any Equation Form May Be Used, but Unlessthe Log Transfor med
Equation isLinear, May Need Computer to Solve (e.g., Excel‘s Solver
Capability).

— Nothingin the MLE Derivation Forces any Particular Functional
Form.

30
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Maximum Likelthood
Normal Residuals

e For the Equation Y;=f(X,,f)-u; , When the Residuals are Normally
Distributed, with Mean = 1 and Variance 6, the Likelihood
Function, as Demonstrated by Lee (1997), is

-1 i_f(xi’ﬂ)z
o ") ]
(27z9)2]j f(x,,5)

exp[
L(5.,0)=

« ThelLog-Likelihood Function is Thus

n

'(ﬂﬁ):;—,gl;[ Y, f_(;(XIIB)IB)T _gln(zn)—glne—gln f(Xi ,,3)

31
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Maximum Likelihood —
Norm al ReSId U aIS From Science to Solutions

Maximizing This Expression for #and Then Substituting back into
1(5,6) Yieldsthe Concentrated L og-Likelihood Function:

 Notethisisthe SameasMinimizing

| (ﬂ)—ln;(y' (x,(i(lﬂ’)ﬂ)fﬂznl"n f(x,,8)

o Goldbergand Tuow (1997) Note That ThisMethod IsVery Sensitive
to Departures From the Normally Distributed Residuals.

* |f Residualsare Not Normally Distributed or Closeto it, Estimates
May Not be Robust.

32
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Minimum Percent Error and Maximum Likelihood =&

 AsNoted in Goldberg and Tuow (2003), ThisMethod isVery Similar
to the Minimum Percent Error M ethod Developed by Book and
Young (1995, 1997), Who Ignorethe Final Term and I nstead
Minimize the Sum of Squared Percentage Errors.

e Minimum Percent Error Method Minimizes

2
Z( y, = f(x ,ﬁ)J
S\ f(x.8)
e Thusthe Minimum Percent Error Method is a Pseudo-L ikelihood
Estimator in the Case of Nor mally Distributed Residuals.

33
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Minimum Percent Error —
Bias Constraints Kooy o

The Minimum Percent Error (MPE) Method is Biased.

— Instead of Bias Below the Mean, the MPE Method is Biased High.
« OneWaytoMaketheError Term Small isto Make the Estimates L ar ge.

e ToCorrect for ThisBook and Lao (1996) Introduced a Bias
Constraint.

— Same Objective Function, But Now Sample Biasis Constrained to be

Zero, That Is:
0o

« ThisMethod isReferred toasMPE-ZPB or ZMPE (“Zimpy”).
e Not aParametric Method, But Similar tothe Normal MLE.

34
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MPE-ZPB and Normal MLE A

From Science to Solutions™

« MPE-ZPB isan Approximation of the Normal Maximum Likelihood
Estimator.

 MPE-ZPB Objectiveisto Minimize: Zn: Yy, — f(xi ,,B)
(Subject to Zero Bias Constraint) f(x,8)

i=1

 Normal MLE Objectiveisto Minimize

| ('B)_ln.zl“(yl (Xl(’ﬂ)'B)J2+§|n £(x,,8)

» AsHasBeen Noted, Dominant Term is

DS Y

 MinimizingthisTerm is Same as Minimizing M PE-ZPB Objective Function

— Second Term in MLE Assigns a Penalty for Over-Estimating, Assures Solution is
Asymptotically Unbiased, So it is Similar to MPE-ZPB Bias Constraint.

35
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MPE-ZPB and Normal MLE Example SEE

From Science to Solutions™

Est.Cost = 2.41\Wt 2>

— MPE-ZPB Fit is

Est.Cost = 2.39Wt >

Weight Cost
2 4
4 6
5 8

10 12
15 15
20 37
30 25
40 22
50 35
55 40

 For the Data Displayed in the Table and Graphically Displayed in the
Charts:

— Normal MLE Fitis

M PE-ZPB and
Normal MLE
Fitsare
Coincident

45

40 |

35 4

30

25

20

15 1

10

*
*
¢ Example Data
= Normal MLE

Loglinear Fit
Shown for
Contrast

— ZMPE

——— Pow er (Example Data) ||

10 20

30 40 50
Weight

60
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MPE-ZPB and Normal MLE e

Normal MLE and ZMPE Solutionsare Very Similar Since
they are Minimizing the Same Dominant Term and are

Both “Unbiased.”
— MLE Solution is Asymptotically Unbiased (Unbiased for “Large’

Samples).
— MPE-ZPB Solution is Unbiased Regar dless of Sample Size.

One Advantage that MPE-ZPB hasis L ack of Bias

Regardless of Sample Size.
— Cost Estimates are Often Based on Small Samples, so MLE

Solution may be Biased.
On the Other Hand, MPE-ZPB isTied to the Assumptions

of the Normal MLE.
— Need Normally Distributed (Multiplicative) Residualsto Ensure

Consistent Solutionsin Many Cases.

37
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I||
L1
|
LIl

Normal MLE Log Likelihood Example =HIC.

ﬁ
g
g
o
©w

e For oneData Point with Actual Cost = 10, it iseasy to see
that the objective Function is Dominated by the Fir st
Term.

50
O T
D 5 10 15 20 25
-50 ~ \ -
s First Term and Total
z Objective Coincide
é -150 A
-200 Second Term —
|
-300
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Maximum Likelihood ———
G am m a Res I d U al S From Science to Solutions™

When the Residuals Follow a Gamma Distribution, The Negative
L og-likelihood Function is

|w>=g(f(x{ et ,ﬁ)j

« ThisCan BeMinimized by Iteratively Minimizing The Sum of
Percent Squared ErrorsUntil the Estimates Conver ge:

n 2
z( Yi — f(xi ’ﬂk)J
i=1 f(xi ’ﬂk—l)
* Notekisthelteration Number.

« ThisMethod WasFirst Developed by Nelder (1968) and
Wedderburn (1974), Who Called the Method Iteratively Re-
Weighted Least Squares (IRLS) and Re-Discovered by Hu in the
1990s, Who Called it Miminum Unbiased Percentage Error
(MUPE).

39
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IRLS/MUPE SFIC.

e |ntheCaseof Gamma Residuals, IRLSMUPE isa
Maximum Likeihood Estimator.
— Alsoa Generalized Linear Model (GLM).

« However, IRLSMUPE Does Not Depend Upon the
Assumption of Gamma Residuals.

 TheLikelihood Method Was Generalized by Wedderburn
to Consider Quasi-likelihood, Which Has Good Statistical
Properties, But Only Requiresa Constant Coefficient of
Variation.

— Congtant Coefficient of Variation Distributions I nclude Both
Gamma and Lognormal Distributions.

40
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Summary of Three Methods =

e Log-Transformed OLS, MPE-ZPB, and IRLSMUPE All
Share a Common Connection in Maximum Likelihood
Estimation.

 Log-Transformed OLSisaMaximum Likelihood
Estimator of the Median of Lognormally Distributed
Multiplicative Residuals.
— Parametric Method

e MPE isaPseudo-Likelihood Estimator of the M ean of
Normally Distributed Multiplicative Residuals.
— BiasConstraint Added.
— Not Directly Parametric But May Has Parametric Properties.

e |[RLSYMUPE isa Maximum Likelihood Estimator of the
M ean of Gamma Distributed Residuals.

— Also More General, Quasi-L ikelihood.
— Parametric Method.

41
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Model Validation

From Science to Solutions™

Data and Experience

A 4

Model Choice __» | Parameter Calculation

A 4

A

M odel Yes
Valid?

No

Model not suitable, select another model

A

A 4

Document Results
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Model Validation SEie

From Science to Solutions™

 Parameter Calculation isthe End of the Processfor Many
Cost Analysts.

* Once Coefficients Have Been Calculated, Many Analysts
Begin Applying the New Equations.
« But WeareNot Done Y et!

o Still Need to Check Model Validity.
— Do The Estimates Do a Good Job of Replicating Actual Cost?
— Do the Underlying Assumptions Hold True?

43
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f J — % i
T N E—
From Science to Solutions™

Model Validation — Goodness of Fit

e One Commonly Used Method to Validate
Modelsisto Determine the Goodness of Fit.

— Do the Estimates“ Fit” the Actual Cost?

« Commonly Used Metrics
— Actual Cost Vs. Estimated Cost

e Pearson’s R?
e Standard Percent Error

* Percent Bias
— Actual Parametersvs. Calculated Parameters

o Consistency
» Efficiency
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Goodness of Fit: Pearson’s R? L

e Pearson’s R?
— Pearson Correlation of Actual Vs. Estimated

Cost, in Unit Space.
— Proportion of Variation of the Estimate that

can be Attributed, to Variations of the Actual

Cost.
—In Excdl, “=CORREL (A1:An,B1:Bn)*2’

Where The Actual Costsarein the Cell Range
Al:An and the Estimatesarein the Range

B1:Bn.
— Higher R%sare Better than Lower R2s.
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Goodness of Fit Metrics —

/. % I
T N E—
From Science to Solutions™

e Standard Percent Error of the Estimate

% SEE = Y yi‘”xi)leoocy
TR T k&l () X

Wheren isthe Number of Data Pointsin the Sample,
and k isthe Number of Parameters.

— All Else Equal, it isDesirableto Have L ow Standard
Percent Error.

— Will be Lowest for the MPE-ZPB Method (by Design)
(Book, 2006).

— Foussier has Noted that ThisMetric Distortsthe True
Underlying Error (Foussier, 2008).

 Has Proposed Average Absolute Percent Error as a Better
Measurethan the Squared Error.
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Goodness of Fit Metrics —

Percent Bias Koo
e Bias
_ PercentageBias= — 3 | i)=Y
Jeslas=, F(x;)
— MPE Without the Bias Constraint Produces Estimatesthat are
Biased Upwards.

— Log-Transformed Ordinary L east Squares Produces Estimates
that are Biased L ow.

e Estimating the Median, which for a Lognormal is Always L essthan
the M ean.

» Can beCorrected for with a Simple Factor.

— ItisDesirableto Have Estimatesthat Have Zero Biasif you are
Interested in Estimating the M ean.
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Goodness of Fit Metrics P
Consistency o Stncato S

o Consistency
— An Estimator is Consistent if for all 6> 0 and any 6,

lim Pr(

N—oo

6,~6)>6)=0

— Why ThisMatters: It’sImportant That the Technique
Convergesto the True Parameter asthe Sample Size | ncreases.

 Without Thiswe Have No Guarantee Our Estimated Coefficients
Resemblesthe True Underlying Coefficients.

— Oneof the Most Important Metrics, Often Overlooked.
— Necessary to Have a Reliable M odel.
— Maximum Likelihood M ethods are Consistent.
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Goodness of Fit Metrics g
Mean Square Error and Efficiency

e TheMean-Squared Error (M SE) of an estimator is

e[ (6-6) 10

. An Egimator 8 Isa Uniformly Minimum Variance Unbiased
Estimator (UMVUE) if it isUnbiased and for any TrueValueof 6
Thereisno Other Unbiased Estimator That hasa Smaller Variance.

e An Estimator with That isUMVUE is Efficient, in That it Achieves
the Lower Bound.

— In Practice ThisMeans That the Estimated Coefficient Will Likely Be
Closer tothe True Estimate Than That Calculated with Another
Estimator.

— Maximum Likedihood Estimatesare UMV UE.
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Validating Model Hypotheses =

e |faMaximum Likelihood Method Has Been Used, Need to
Check to Seeif Residuals Fit the Assumed Shape.
— Fit Used in the Negative Sense (“ Not Reject”).

« ThreeCommonly Used Teststo Validate
— Chi-Square
— Kolmogor ov-Smirnov (K-S)
— Anderson-Darling (A-D)

 Chi-Squareand K-Sare Both Simple and Easy to
Compute.

 A-DisMorePowerful and Considered a Good Test for
Departure from Normality.

o Chi-Square Gives More Weight to L ow Probability
Intervals.

 A-D GivesMoreWeight to the Tails of the Distribution.
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Model Validation — Other Aspects ==

From Science to Solutions™

e If Log-Transformed OLSisUsed, Must Check Goodness-
of-Fit to Determine That the Residuals Fit a L ognor mal.
— FitisUsed in the Negative Sense.

e |f Using IRLS/MUPE asa Maximum Likelihood
Estimator, Must Check to Seeif Residuals Fit a Gamma
Distribution.

— Otherwisethe Only Assumption Required isFinite Variance, But
Instead of Maximizing Likelihood, Only Maximum Quasi-
Likelihood is Guaranteed.

— Quasi-Likelihood Requires Fewer Assumptions, But Has Weaker
Optimality Propertiesas Well (Not “ Efficient™).
 MPE-ZPB isPosited asa Non-Parametric M ethod, but as
a Good Approximation of the Normal MLE method,
Should Check if the Residualsfit a Normal Distribution.
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Implementing the Methods =

S o)
 Log-Transformed OLSisthe Easiest to Calculate.
— Can Belmplemented in a Spreadsheet Using Native Excel

Functions.
e MPE-ZPB Requiresthe Use of a Numerical Routine.

— Can Belmplemented in a Spreadsheet Using an Excel Add-In,

Excel Solver.
 IRLSYMUPE Also Requiresthe Use of a Solver-Like

Routine.
— Regquires Solver to be Applied Iteratively.

— Experiencelndicates That IRLS/MUPE Typically Convergesin
Less Than 10 Iterations (Book, 2006).
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Data.

Weight

Comparing the Three Methods — =
From Seience to Solutions™
Weight Cost 35.0
10 3.2
20 4.5 300 Lo *
30 30 ' /
40 7.1
70 8.4 20
100 10
200 14.1 g 200
300 17.3 @
500 22.4 © 150 //’ & Actuals
1000 31.6
10.0 A MPE-ZPB
.0 Norm MLE
5.0 1o Log OLS
I‘ MUPE
0.0 4 : T T T T
0 200 400 600 800 1000 1200

e Although MPE-ZPB Hasthe Lowest Standard Per cent
Error, The Overall Trend Does Not M atch the Actual

« MUPE and Log-OL SHave Similar Fit.
— Similar to Results Reported by M ackenzie(2003).

53



Presented at the 2009 ISPA/SCEA Joint Annual Conference and Training Workshop - www.iceaaonline.com

e Long-Standing Method Because of Ease of Computation.

* Pros

e Cons

Can Calculate Coefficient By Hand.

Computationally Simple.

WorksWell on Skewed Data.

Has Optimal Properties (Maximum Likelihood Estimator of the
Median).

Parametric Method, So Have Accessto Covariance Matrices and
Confidence Intervals.

Can Use Any Equation Form in the Generalized Maximum
Likelihood Estimator Form.

Underestimatesthe Mean (Biased Estimator of the Mean, Sincethe
Median isLessthan the Mean).

« Can BeCorrected for by Applying an Adjustment Factor.
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MPE-ZPB Summary

e Recent Innovation — Requiresthe Use of a Computer.

e Pros
— Minimizesthe Standard (Percent) Error of the Estimate.
* ThisGoodness-of-Fit Metric is Best Among All Three Methods.

— Estimator isUnbiased.
— Requires No Parametric Assumptions.

e Cons
— Estimator isNot Consistent.

— Model isNot Parametric.
« Confidence Intervalsfor Population Mean Not Available.

— Method is Not Robust (Sensitive to Departure from Normality)

e Particularly Troublesome for Estimating Skewed Data.
 Mode isSmilar Enough to Normal MLE to Retain Some of Its

Properties.
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IRLS/MUPE Summary =

e Recent Innovation — Requiresthe Use of a Computer.

* Pros

— RequiresWeak Assumptions (Finite Variance) But Still Has
Confidence Intervalsand Covariance Matrices Availableto Fully
Parametric M ethods.

— Method isMaximum Likeihood if Residuals Are Gamma
Distributed.

— Asymptotically Unbiased.
— Consistent
« Cons
— If Not MLE, Weak Optimality Properties (“ Quasi-Likelihood”).
 May Not be Efficient.
— Can BeBiased for Small Samples.
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Comparison with Other Industries - Insurance

 TheAnalogy with Cost Estimating in Insuranceis*L 0ss
Modeling.” In Insurance Parlance, a“Loss’ isthe Amount

of a L oss Experienced by a Policyholder.
— In Insurance, Parametric Models are Used to Estimate

not Only Loss Size, but Also Claim Freguency.
— Log-transformed OL Sand MUPE/IRL S Freguently

Used to Model Claim Frequency.
« MUPE/IRLS Referred to as“Gamma Regression” by Casualty

| nsurance Modelers (Fu and Moncher, 2004).
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Comparison with Other Industries — Insurance (2) S&Ei_

From Science to Solutions™

 Fuand Moncher (2004) Report that the Gamma and

L ognormal arethe Most Widely Used Distributionsin L oss

Modeling.

— Mention 31 Recent Papersthat use Lognormal and 37 that use
Gamma distributions.

— Lognormal Also Used in Ratemaking and Reserve Setting (akin to
Cost Risk Analysis).

— Also Study Normal but Find Lognormal and Gamma much Better
for Modeling Skewed, Positive Data.

e Like“Loss’ and “Cost”

— Recommend Against Use of Normal Distribution for Modeling
Skewed Data.

e Normal is Symmetric.
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Comparison with Other Industries — Health Care ———
and Labor Economics

 Costsare Modeled Parametrically in Health Care
Economics.

— Log-Transformed OLSand IRLSMUPE Widely Used.

— Recent Papers|nclude

o “Estimating Log Models. To Transform or Not to
Transform?”, Journal of Health Economics, 2001

o “Comparing Alternative Models. Log Vs. Cox Proportional
Hazard,” Health Economics, 2004.

o “Generalized Modeling Approachesto Risk Adjustment of
Skewed Outcomes Data,” Journal of Health Economics, 2005.

 “Net Migration and State Labor Market Dynamics,” Journal of
L abor Economics, 2004.
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Comparison with Other Industries — Summary =721

 All ModelsUsed Either Log-Transformed OL S or
|RLS/MUPE (aka “ Gamma Regression”).

 Contrary toRecent Claims, Log-Transformed OLSisa
“Modern” Method.

e Conclusion

— Log-Transformed OLS and IRLS/MUPE arethe Two Leading
Methods Used in Other Industries.

60



Presented at the 2009 ISPA/SCEA Joint Annual Conference and Training Workshop - www.iceaaonline.com

The Framework in Action e
NAFCOM CER Development ol

 The AuthorsHave Successfully Applied this Framework to

the Development of CERsIncluded in the Latest Version
of the NASA/AIr Force Cost Model (NAFCOM).

— Released Spring 20009.

— Also Performed Significant Cost Driver Research and Added

Twenty New Data Points.
— Model Choiceis Statistically-Derived CERs Using Historical Data.
— Parameter Calculation Method isLog-Transformed OLS.
» AlsoInvestigated the Use of M PE-ZPB.

— All CERsValidated by Calculating Goodness-of-Fit Metrics and by
Verifying that the Residualsfor Each CER Fit a L ognor mal
Distribution.

61



Presented at the 2009 ISPA/SCEA Joint Annual Conference and Training Workshop - www.iceaaonline.com

NAFCOM CER Development N—

Log-Transformed OLS Vs. MPE-ZPB Fom S ot~

e Although We Decided to Use Log-Transformed OL S, We
Also Investigated the MPE-ZPB Method.

— Found Log-Transformed OL Sto be a Better Choice

 CER Residualsare L ognormally Distributed, so L og-Transfor med
OLSisaValid Method.
— Empirical Data Leadsusto Believe Log-Transformed OLS CERs Provide
Statistically Consistent and Efficient Estimatesfor our Data.
e MPE-ZPB CERsProvide Smilar Resultsto Normal MLE, but
Residuals are Not Normally Distributed.
— Empirical Data Gives us No Confidence that MPE-ZPB CERs will
Provide Statistically Consistent or Efficient Estimates.

» Tothe Contrary we Found the Method isNot Robust for Skewed
Data Sinceit isOverly Sensitiveto Individual Outlying Data Points.

» In Linewith Intuition and What Professionalsin Other Industries
Have Found When Working with Skewed Data.
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NAFCOM CER Development —— e
Attitude Determination and Control Ko B

« CERsUpdated for New Version of NAFCOM.

e Cost Driversfor Attitude Deter mination and Control
| nclude:

Weight
Mission Class
Management Rating
Heritage
Technology Maturity Index
Year of Technology
Stabilization Method
Sensors Rating

e For thisCER we Applied Three Methods
— Log-Transformed OL S
— MPE-ZPB Method
— Normal MLE
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Attitude Determination and Control ===
CER CO m pa”SO n From Science to Solutions™

e TheMethods Provide Similar Goodness-of-Fit Metrics.

Log- Adjusted Log-
Transformed Transformed Normal
OLS OLS MPE-ZPB MLE
Pearson R5 99.2% 99.2% 99.3% 99.3%
Std. % Error 50.2% 46.4% 41.4% 41.5%
Absolute % Error 36.5% 35.0% 36.3% 36.2%
Bias -7.2% -0.4% 0.0% 0.0%

 Note“Absolute% Error” isthe Average Absolute Per cent
Error of the Estimate, Using Degrees of Freedom asthe

Denominator.
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Attitude Determination and Control P
CER Validation Ko B

o Still Need to Check Model Hypotheses Are Valid.

e Inthisinstance, Normal MLE and the MPE-ZPB CER
Provide Almost Exactly the Same Estimates, so the Normal
MLE and MPE-ZPB Validity Both Depend Upon
Normally Distributed Residuals.
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Attitude Determination and Control ——c
CER Validation Fomsdre oot

« The Anderson-Darling Test Statistic for the
Log-Transformed OL S Residualsis 0.3351,
Much Less Than Critical Value (0.752) at 5% W
Significance

— Cannot Regect Hypothesis That Residualsare
L ognor mally Distributed.

« The Anderson-Darling Statistic for Normal
MLE Residualsis1.0251, Above Critical
Value (0.752) at 5% Significance, so we
Re ect the Hypothesisthat Residuals are
Normally Distributed.
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Consequences of Model Validity
(or Lack Thereof)

« WeHave Empirical Evidence That Log-Transformed OL S
Assumptions Are Valid.

— Provides Confidence That the Method is Consistent and Efficient.
« WeHave Empirical Evidence That Normal MLE

Assumptions Are NOT Valid for This Application.

— Method Likely to Not be Consistent or Efficient.
— Have No Confidence That Coefficients Resemblethe True

Parameters.
 Both Normal MLE and MPE-ZPB are Very Sensitiveto Departures
from Normality, Indicating a L ack of Robustness.

 Found ThisPattern Holdsfor All NAFCOM Subsystem

CERSs.
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Summary SERL

* Introduced Rigorous Framework for Developing
Parametric Cost M odels.

— Emphasized Importance of Thoroughly Validating M odels.

 Through MLE Framework Found:

— Log-Transformed OL Sisa General Method with Optimal
Properties.

— Similarities Between Normal MLE and MPE-ZPB.
« MPE-ZPB isan Approximation of the Normal MLE.
« MPE-ZPB Not Explicitly Parametric, but Tied to Normal
MLE Assumption in Many | nstances.
— Both Normal MLE and MPE-ZPB Very Sensitive to Departures of
Residuals from Normality.
e Log-Transformed OLSand MUPE Widely Used in Other
Industries.
— Log-Transformed OLSisa Modern, Relevant M ethod.
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