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Motivation/ Objective

« A handbook to provide cost estimators with current
best practices analyzing data and developing CERS

 Incorporates traditional and modern methodologies In
a logical flow

* Provides well-developed examples to follow

o Part of NCCA Tool Roadmap
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Basic Steps-tnCER-Development-
Process

2.0 Consolidate Data
Set and Normalize Data

:

3.0 Analyze Data  —w4.0 |dentify Cost Drivers —w»{ 5.0 Generate CER —‘

1.0 Collect Data ~ —m

L . 7.0 Characterize
6.0 Validale CER  |—» Uncertalnly — 8.0 Document CER

* The blue boxes correspond to the six core steps of the process, which are
the focus of the HB.

* The preceding steps, denoted by gray boxes, are important to the CER
development process, and a discussion of how to approach each of these
steps is included.

» The analysis, in practice, is often iterative in nature, therefore the utility of
the guide allows the user to move from one section to another to find the
information most relevant to a particular question. The flow charts guide
the flow of the document.



Presented at the 2016 ICEAA Professional Development & Training Workshop - www.iceaaonline.com/atlanta2016

» Data Collection is the foundation of e o o) Sl
a reliable cost estimate DelEE
» Resources outlining best practices , . - ~N
for cost estimating, including data | Prorammatics ) > s rones
collection and analysis: [ service: ) R eacts
— GAO Cost Analysis Handbook Cailidiadehidoeshu S ? D e
(http://www.gao.gov/products/GAO-09- [ Program / Commodity | - /
3SP) . Type: MIL-STD-881C ) (Schedule N
— Department of the Navy Cost Estimating [ Program / Commodity | &E/DAES
Guide. (https://www.ncca.navy.mil/ SubTvee ) o Fosesuer
references/DON_Cost_Estimating_Guid 'MissionT . A
e.pdf) . P )
 Familiarity with the programmatic, [ Capabilties )
technical, manufacturing and (Architecure J
supportability aspects of the Tectmical ]
program of interest is critical to (o cersnes J

understand the cost drivers
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 Step 2: Consolidate and Normalize Data

 Ensure that analogous systems or system components are consistent

May need to go to component level to make them more comparable

* Normalizing data for cost, quantity, and sizing; content; and
physical parameters. Examples include (CEBoK Module 4):

Escalating historical costs to a common base year including overhead, Cost of
Money (COM), General and Administrative (G&A) expenses, and fee

Normalize data to a single unit cost where applicable, dividing by the quantity
and standardizing along the cost improvement curve

Addressing differences in manufacturing processes across states of
development

Differences in technology across systems
Significant digits of numerical data (greater than overall estimate precision)
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Step 3: Analyze Data

3.1 Assess Number of = . 2 .
Daia Poins () a0 1 « Assess # of Data Points
Usa tha most represantative D f = d
data point and proceed with - egrees o1 Freedom
—1 < n < 59 i:é m I.’;iant';g:th »  Analogy Estimate or . g .
continue withradilonal | e Jnivariate Data Analysis
CER under caution
! " 4 J
1 > 5—p{  Tradilional CER |«
The Number of Programs in the Cost
Range
6 -
' S
3.2.1 Univariate Data Analysis of Costs é . 4 -
252
3.21.1 Generate | 3.2.1.2 Measures of 3.2.1.3 Measure of > |
b | ey Dbt %_E ° 5 15 25 35 45 55 65 75 85 95
£ APUC Cost Range
Visually assess the .
Evaluate cause of and Univariate Data ¢ Mean, Medlan, MOde,
3.3 Assass Need for assess influence of any Analysis of Costs for | :
CER 1 identified "interesting” [* | points that appear “out [* Variance, StDev, CV, Range
data points of place” or otherwise
| iy » Assess need for CER
Parametric approach | | 331 Saght Average — Constant CER
required? °~*  (Constant CER) _ Parametric

yes !
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Independent
Variable Data
Analysis

Test Correlations

ID Variables

Hypothesize
Functional Form

Transform data, if
needed

Step 4: Identify Cost Drivers

Indepandent Varable

4.2 1 Pairwise Scatter Plots

4.3 Test Correlations

Data Analysis . (Cost vs. Independent Variables)

4.2.1 Pairwise Scatter Plols : : :

(Independent Variables) ——— & Consider all the information
from 4.2 1 and 4.3, Nota
potential "red flags™ to recall
during future stages of the
4_4 Identify Potential Variabla  —— analysis in Steps 5and 6.
Sats
4 5 Hypothesize Functional Form
Conslanl percentage Conslant percentage Constant change in Prior knowledge or
g?ﬁkmﬁ;: change in cost with change in cost with cost with constant SME guidance for a
chanae in cost driver constant percentage constant change in percentage change in more complex non-
- : change in cost driver cost driver cost driver linear form
v Y 1
4.5.1 Linear 4.5.2 Power 4.5.3 Exponential 4.5.4 Logarithmic 4.5.5 Triad
Yy=Bo+px+e ¥ = Boxre* y = Boelr*e* y=Fo+pInx+g |y=(B +pxF)e"
4.5.6 More General
3 3 3 Funclional Forms
4.6 Transform Data y=[f(X.p)+¢
L 1
Take log of Cost and . Take log of Cost
of Cost Driver Take log of Cos! Driver
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|
| 5.0 Generate CER F

Step 5: Generate CER

e Select Variables to use 1 St Ve ot Jo—

o Always fit the OLS model, even if T —— R
hypothesizing another form

hypothesized form
[ J R e g ress i O n M eth 0 d S Non-constant Variance Nor-normal Error Naon-linear Form 5'2'51['&&3[&3"%[

! ' l |
— OLS, WLS, Transforms, GLM S
(MLE), NLS
— Different tools to solve different or st

scale errors 1o have

mOdEI forms constant variafcs

5.2.2.2 Weighted Least 5.2.3 Transforms and the 5.2.4 Generalized Linear 5.2.5 Non-linear Least

o Check Assumptions to validate 5“““‘7‘“9’ LM‘"T“"*' “‘“‘*E'fw’ 5‘“7‘”“’

use of the model form ! :

Check Assumptions
(Step 6.2)

e A priori information as a tool | i

transform each observation

tolinear form numerical least squares

of non-linear form

attempt fo
fransform to normal

transform mean response
fo linear form

fit alternate arror
distribution by MLE

 Harmful multicollinearit : e b
. . y | APrio[g Lr'éfaér-r;ftion? . y?
— Ridge Regression i , (63 e D) 526 RidgoRegresion
o Steps5and 6 can be (and often ! o mlw SH.T
are) iterative v
Retain form and procead wrtg;:;aén; model assessment process
¥
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Step 5: Generate CER

* Ordinary Least Squares (OLS) regression serves as the foundational
model for which other models can be thought of as “remedies” to
OLS deficiencies and/or assumption violations

— “Core” OLS assumptions
1. Independence of Errors
2. Homoscedasticity
3. Normality of Errors
4. Linearity
— Other issues such as multicollinearity, physical interpretations, computational
efficiencies, etc. may drive model choice

* Models are specified by both a functional form and error structure

y=f(X;B) +¢
+ t some error term or function

(can be “multiplicative” in nature)

10
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Step 6: Validate CER

L

6.1 Graph CER

Varify Coefficiant
Magnitudes/Signs

¥

6.2 Model Assumptions |—Tfail assumption(s)——

pass assumptions

6.3 Model Diagnostics

Retumn to 5.0 Generate CER and comect for the failed assumption(s)

6.3.1 Influential Points

Visual Tests
Residual vs. Predicted
Leverage vs. Residual
Cook's D Plot

Numerical Metrics

= Studentized Residuals
= Hat Matrix Diagonals
= Cook's D

¥

6.4 Model Significant

Significance of CER

Refit CER by returning

Significance of CER

" Investigate observation
High Influential Point? y > ""'"""I ﬁ m -
T 5.0 Generate CER
no
¥
6.3.2 Multicollinearity
Visual Tests Numerical Metrics
+ Pairwise Cormelation « Comelation Matrix
(for small p) = Variance Inflation Faciors
| |
*‘ Consider removing varnables
High Municollinearity Present? Vo5 o CER D 2 5‘3'“ -
T 5.2.6 Ridge Regression
il ]
6.4.1 Statistical 6.4_1 Statistical Consider remowving

variables and returning
[_. to 5.0 Generate CER

Prediction Metrics
= Cross Validation (k-fold)

r’ to 5.0 Generate CER
' o v o
Cwarall F-test: I Vanable 1-lests:
p-value < a? . p-value(s) < a?
|
* X
6.5 Model Quality Fit Metrics
| * R-squared (Adjusted)
+ RMSE
6.5.1 Assess Metrics of « Standard Emors 6.5.2 Assess Meitrics of
Fit *. BIC/AIC Prediction = PRESS
« Mallows' C.,
|
¥
6.6 Model Selection
6.7 CER
6.6.1 Variable Selection | —»| ©62 functional Form *|  Responsiveness

Validating a CER is far more than just

looking at an R-squared, F-statistic, or

a single graph

» Understand the data relationships and
coefficient estimates

» Determine consistency with engineering
and physical principles

» Assess and validate the statistical model
assumptions

 Identify and review high influence points
such as leverage points and potential
outliers

» Assess the impacts of multicollinearity

» Determine the significance of the model
and independent variables

* Quantify metrics of best fit and prediction
strength

» Compare and contrast multiple competing
CERs to identify the “best” model

11
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Step 6: Validate CER

L*jglw: — Steps through each assumption

: — and provides discussions of

| ‘3-2-‘-""“"9":;“"“"“ | ‘&21.2I-Ictrmdubiﬁly | |s:.1.amuud5m[ l 6.2.1.4 Linearity ) )
Frmre | [z | fmmec~ | f== | options to diagnose and remedy
[ o v e || semen]  Problems

i | [ Yemmeres | [ T _ 1. Independence of errors
- | * : IJ — Each error is distributed

Assamptions Pass Formal Tosts? }—L e e et independently

tests to use and what statistical
cutoffs 1o use. Formal tests, if

res. | arfine, m wal N Eaneor - -
P ! e e nene e 2, Homoscedasticity

&22 1 Indepandance of Emors
2 Homoscadasticity

szzamhdem

| .
e tacte ot Facuired — [Each error is distributed
[Esssecel o Asomoiosroes? | identically (with the same
_.Is_z.s-rw%mmoumr ‘_| O ) VarlanCe)

024 Goneratees inwar e i | . 3. Normality of Errors

A4421Irﬂnﬂﬂmdﬂm
A4 422 Variance Specification
A4 A 23 Dastri

ﬁh,;*:mm — Each error is distributed according

| s-umwlk—«»—i Aesumpions Pass?___|——ye to the normal distribution
—l - ! T 4. Linearity

fee [ wiia]
- v, is a linear function of the
predictors

6.2.5.4 Functional Form

-
| 5.0 Generate CER |-—<-o—| Assumptions Pass? l

N
4-| 6.2.6 Ridge Regression 6.3 Model Diagnostics
6.2 1 Ordinary Least Squares (OLS) | I:I
Assumptions:

4-| 65.2.7 Restricted Least Squanes (RLS)

12
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Step 6: Validate CER

Model Assumptions
— Assess and validate (both graphically and formally) the underlying assumptions
— Violations of assumptions, depending on the severity, can completely invalidate a model

Model Diagnostics
— Diagnose and assess influential points (i.e., potential outliers and leverage points)
— Assess multicollinearity which can potentially devastate a model

Model Significance

— Assess statistical significance of both predictors and the model
— F-tests, t-tests, p-values, etc...

Model Quality

— Assess metrics of fit and prediction for the newly constructed CER
— Often assess metrics for fit, when prediction is really of interest
Model Selection

— Choose a set of variables within one model form (such as linear or log-linear)
— Select between different model functional forms

13



» Understanding the risk and uncertainty
associated with a CER is crucial to accurate
implementation

» Adjust Point Estimate: NCCA policy to
estimate using the sum of the means

 The HB references the JA CSRUH

IV. Prediction Intervals

Estimate Inputs

= Input x_null
B HP 500.0000
% Weight 10000.0000
o Confidence Level (%) 95.00%
= Prediction Results
=
8 E Result x_null
Lower Bound 179539.6779
Estimate 207370.4389
=1 Upper Bound 235201.1998
e
= Delta(%)
‘_ Lower Bound 13.4208
Upper Bound 13.4208
8000 9000 10000 11000
RI$K(%) Multiplier
WEIght Lower Bound 86.5792
Upper Bound 113.4208

7.0 Characterize
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Step 7: Characterize Uncertainty

Uncertainty

+

7.1 Adjust Point

Estimate

Log-Linear Regression?

v

no

7.2 Generate

1
yes

!

Mean Shift (Goldberger;

Confidence Interval 4

7.3 Generate Prediction
Interval

Y

7.4 Generate CER S-
Curve

Cumulative Probability

'

CDF

00 02 04 06 08 10

160, 000

200,000

240,000

Cost

PING) Factor

PDF

T T T T T T
160.000 200,000 240,000

Cost

14



| 8.0 Document CER |
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Step 8: Document CER

¥

8.1 Scope of the
Estimating Relationship

k

8.2 System Description

k

8.3.1 Data Sources

¥

8.3 Data
D i tathon

1l

8.3.2 Raw Data

¥

8.3.3 Data Nomalization

8.4.1 Indentify Cost Drivers

¥

8.4.2 Document Data Set

8.4 CER Dewvelopment

m

Form {Algebraic Equation) &
Coafficiant Values

8.4 4 Document Statistics
(Goodness of Fit)

L3

8.4.5 Characterize Risk and
Uncertainty

L 3

8.5 CER Relationship to
the System Estimate

« Comprehensive, accurate
documentation is critical to
enable traceability and
auditability of a CER, and
more broadly a cost estimate

15



Presented at the 2016 ICEAA Professional Development & Training Workshop - www.iceaaonline.com/atlanta2016

CER HANDBOOK EXAMPLES

« First principles calculations for most examples are in an Excel workbook
o« COS$TAT is used to demonstrate typical statistical package behavior

Cost Research & Tools Division 16
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Notional Electronics Data

* Most example calculations make use of this data
e Every chart and tabular result can be found in an

Excel workbook shipped with the handbook

Table 3

Cost Power |CostperUnit| Aperture Power per | FFP (1) or

Power Unit Aperture| TE&M (0)

Observation| (FY165M) (kw) (SM/kw) [cmn2) (kW/icm~2)
Project 1 5390 10.00 359.0000 8.70 1.149 1
Project 2 5200 .00 40.0000 &.00 0.625 0
Project 3 $240 2.20 46.1538 8.20 0.634 1
Project 4 5300 7.00 42.8571 0
Project S460 12.00 38.3333 9.00 1.333 1
Project o 5560 17.80 31.4607 9.50 1.874 0
Project 7 5700 21.00 33.3333 9.20 2.283 0
Project 8 S200 25.00 32.0000 9.70 2.577 1
Project9 S500 18.00 277778 0

17
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Univariate Descriptive Statistics

400 5600 5800

Table 4 Table 5
Cost Measure of Central Cost
Observation|  (FY16$M) Tendancy (Frigsm)
M 61
Project 1 $390 can >4
o 5 5200 Median S460
ject
s Mode N/A
Project 3 $240
Project 4 5300
Figure 7
Project 5 $460 :
_ Electronics Cost Historgram
Project 6 5560 L
Project 7 $700 i
Project 8 $800 5
g
Project 9 $500 5
a" 1
L 5200
Project Cost (FY165M)
Tahle 7 Electronics Cost Histogram
Fl
Measures of Dispersion Value Units | §
Variance 41,411.11) $Mr2 | &7
Standard Deviation 203.50 | sm | £°
Coefficient of Variation (CV)| 0.441 | Unitless Z- 1
Range 600.00 SM %o
Interquartile Range (IQR) 260.00 SM = = p,j::t cm{wﬁ:m

Table 6

Cost
Pecentile (FY165M)
Minimum (0%) 5200
First Quartile (25%) 5300
Median (50%) 5460
Third Quartile {75%) 5560
Maximum (100%) S800

Electronics Cost Histogram

= X} [ =

Frequency, Number of Projects
(=]

8
8

Project Cost (FY165M)

Electronics Cost Histogram

= =) w IS

Frequency, Number of Projects
[=]

14
8
i
8

5400 5500 SE00
Project Cost (FY165M)

5500 5650

18
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Univariate Inferential Statistics

» Excel workbook contains

Confidence Interval of the Mean

s

Prediction Interval of an Estimate

(X freia 2 A by z‘S-”J [x tajzn-15y/1 4 :. X+ tuzn18y/14 :IJ'n
detalled CaICUIatlonS (Sample Confidence Interval Prediction Interval
to rlght) for every flgure and Prob | tINV cl Bound Height Pl Bound Height
99.9%| 4.5008 305.30| 5766.41 0.0013 965.44| 1,426.55 0.0007
table 99.0%| 2.8965 196.47|  $657.58 0.0153 621.30| 1,082.42 0.0077
+ This figure ilustrates how to 22 e 2o
calculate the confidence and renes
- - - . Electronics Univariate Confidence and Prediction Interval
prediction interval if your
point estimate is the mean of
a set of data ny
5700 :n‘
E 5500 :\ 97.5% (95% Cl)
Table 8 S 5500 @ I
Mean Sa61.11] & s ] %p-—* -~ [Mean
Std Dev s20350] & oo 5 .
Confidence Interval Standard Error of the Mean | 567.83 5200 ¢
Prediction Interval 5tandard Error of the Mean | 5214.50 b::z
t distribution at 97.5%, 8 degrees of freedom 2.3060| i
97.5% bound for the 95% Confidence Interval 5617.53 570
97.5% bound for the 95% Prediction Interval $955.?E In a later chart, Cost wil be plotted against a driver variable on this axis

19
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OLS Regression

Table 12

Cost Power
Observation| (FY165M) (kW)
Project1 5390 10.00
Project 2 5200 2.00
Project 3 5240 2.20
Project4 5300 7.00
Project 3 5460 12.00
Project 6 3560 17.80
Project 7 $700 21.00
Project 8 4300 25.00
Project9 5500 18.00

Figure 24 (267)

§1,000

Cost (FY165M)
o
L
3

Electronics OLS Cost CER

e Actual

10

—— Predicted

12 14 16 18 20 22 24 26 28 30
Power (kW)

Figure 69
Parameter Formula Result
- X — X))y, — v
Slope | f, = 2(x; )0 —7) 27.3853
Y(x; — ©)?
Intercept | g, = 7 — ©f, 92.9309
Standard Error 542.2261
of the Estimate Se =
Standard Error 1 (x)? $30.9235
Sy =8 |-+ =
of the Intercept n o ylx; —x)?
Standard Error S, = Se $2.0480
of the Slope S.vn—1
Power=13.44
Confidence Interval {Cl) 1 (x — )2 514.08
standard Error| Sye = Se n + Y (x; — )2 Power =26
' $29.31
Power=13.44
Prediction Interval (P1) 1 (x —x)2 544,51
Son =5, [1+—4+ — -
Standard Error| “yp € n Y(x; — )2 Power =26
553.57

20
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' Compare Univariate to Linear Regression

Excel workbook has
detailed calculations

to produce these charts

Figure 72
Electronics OLS Cost CER
e Actual — Predicted
51,000 i
5500
-
5800 95% Confidence -
4700 Interval i
=
& 5600
=
E 4500
w5400 55% Prediction
8 Interval
5300
Figure 73
5200
5100
50
2 4 6 8 10 12 14 16 18 20 22 24 26 $1,000
Power (kW) $900
4300
4700
S $600
W
S 5500
S
S a0
§ $300
5200
4100
50
4100

Compare Electronics CER and Univariate Uncertainty

CER 95% Pl at Mean Cost

Univariate 95% PI

* & 8 0@

2 4 5] g 10 12 14 16 18 20 22 24 26 28 30

Power (kW)

21
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Welghted Least Squares

| -
Table 14

9 11

¢ [Data  =—0LS5

12 15
Power (kW)
= = =WLS Methl O WLS Meth2

17

19

O WLS Meth3

21

— — MUPE

Table 15
Cost Power Weight Methods 1, 2, 3 In Unit Space
Ob ti A
servation {FY15$M] (kw) 1/0LS Errn2 1/Pwrh2 1/Costn2 MName Equation Intercept Slope R® Adj SE MAD
Project 1 $390 10.00 0.0018553| 0.0100000| 0.0000066 Probnot0 | Prob not0
Project 2 $200 =00 0.0011213| 0.0400000| 0.0000250] (2L 92.93+27.39 * Power| 98.02% 100.00% | 95.69% 42.23 7.17%
. Method 1 95.74+27.78 * Power| 100.00% | 100.00% | 95.47% 43.32 6.71%
Project 3 $240 2.20 0.0455405| 0.0369822) 0.0000174) Ipethod 2 81.8+28.43 * Power| 99.62% | 100.00% | 95.51% | 43.12 7.17%
Project 4 5300 7.00 0.0042319| 0.0204082| 0.0000111f |method 3 85.13+27.58 * Power| 99.47% 100.00% | 95.60% 42.66 7.56%
Project5 $160 12.00 0.0006766| 0.0069444| 0.0000047| [Method 4 (MUPE) | 86.65 + 27.95 * Power| 99.60% 100.00% | 95.61% 42.48 6.89%
Projecto 5560 17.80 0.0024054| 0.0031562) 0.0000032
i i Bratal N minaTTTO ol g e bp Vo= /=4 Fala " a"a"a atslal
Project 7 5700 Figure 29
Project 8 5300
Project9 $500 Weighted Least Squares Scatter Plot
5700
5650
— 5600
5
3 5550
&
— $500
8
5450
5400
5350

22
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Ridge Regression

« Handbook goes through the

process to identify that Ridge Perturbation Plot
Power and Aperture are I
correlated (multicollinearity) 1o, e T B S P e | A
, . , E E E E E E - 12,000
* Ridge regression explained 080 bbb
to address the issue s Tes st
_ 9 0.60 0,’¢"’ 8,000 w
* Ridge plot shows that as . DU T T D S
ridge parameter increases, | gmmmmREEEEER 0
SSE also increases CX T T 00
0.00 ® : 0
l. Model Form and Equation Table 0.05 0410 0.15 020 025 030 0.35
Model Form: Urw gighted Linear madel Ridge Parameter
Number of Observations Used: T
E?J‘J'fﬁ'!..‘:ﬁ&t.ﬁs”.?f;}iedz Gy e Ponsr A A +BETA(1) mBETA(2) & SSE

23
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Other Examples

. The handbook Is your one stop shop for cost
analysis regression and statistics

* \Worked examples include:
— Dummy Variables
— Generalized Least Squares (GLS) (IRLS, MUPE)
— Generalized regression (ZMPE)
— Transformable Linear and the Log-Linear Model
— Generalized Linear Model

— Estimation with Prior Information
« Exact Prior Information on Parameter Relationships
e Pseudo-Exact Prior Information on Parameter VValues

24
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Concluding Remarks

Initial draft of handbook completed Mar 2015

L_eads the analyst through a logical and systematic process to
perform cost statistical analysis and regression

— Core concepts, mathematics and worked examples are described in
detail

— The more esoteric technical content is found in the appendices

Draft now being refined and a single set of examples being
established throughout

Approved NCCA CER Handbook will be published at
www.ncca.navy.mil on or before 26 August 2016

Future goals: broader coordination of handbook, training
course development, and tool enhancements

25
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CER HANDBOOK BACKUP

Cost Research & Tools Division 26
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() Multivariate Using Matrix Math

e Excel contains the matrix math to solve for
Cost = 37.31 + 28.21 * Power + 6.105 * Aper

« ANOVA and t statistics also provided

=MMULT({H24:126,L19:L21)

De 5ign Matrix Cost 0

X Power |Aperture Y X'X _l X'Y _l

1 10.00 8.70 5390.0 7.000 96.000 62300 3,350.000

1 5.00 8.00 5200.0 96.000 1678.880 BE2.440 26,336.000

1 2.20 &.20 5240.0 02.300 282.440 226,910 30,621.000

1 12.00 9.00 5460.0 ; )

1 17.80 9.50 $560.0 | INV(X'X) | b

1 21.00 9.20 5700.0 | 228.300 2.210 -29.041. 37.212

1 25.00 9.70 5800.0 2.210 0.025 -0.287 28.213.
-29.041 -0.287 3.?05. 6.105
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